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~ INTRODUCTION TO COMPUTER
~ NETWORK

1.1 Computer Network

A computer network is the infrastructure that allows
computers and networking devices to exchange data. It is &
collection of computers and other devices (nodes) that use a
common network protocol to share information and resources

‘with each other over a network medium. The network medium

may be ‘copper wire, fiber optics, microwave, infrared or even °
‘communication satellites. '

The uses of computer networks are:
1.  Business Applicaﬁon
The computer networks are useful to the organization in
the following ways: .
a. Resource Sharing
Computer networks can have a large number of
computers, which can share software, database and
other resources without regarding the geographical
location. With resource sharing, a device in a network
‘ can be accessed by different computers which is
connected to the common devices like printer, fax,
scanner, etc. Different information and data like files,
videos can be exchanged between various organizations,
: _people and technologies using the computer networks.

b. High Reliability .
Computer networks provide high reliability by having
alternative sources of supply. For example, all files could
be replicated on two or more machines so that if one of
them is unavailable, the other copies could be used.

. Saving Money
Organizations can use separate personal computer one
per user instead of using mainframe computers which

T : INTRODUCTION TO COMPUTER NETWORK [1]
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are expensive. The grganizat_ions icH l;;iehme work.
group model (peer t0 peer) in which all the PCs ap,
networked together and each one ca.n have the access t,
the other for communicating or sharing purposes.

Using computer networks, companigs can do F’“Siness
electronically, they can place orders electronically a5
needed which reduces the need for large investments,

. Scalability _
Requirement of software, hardware, database et

d. Interactive entertainment

Computer networks are used in multiplayer gaming where

people participate in real time simulation games. Another
application is video on demand where the network user
can request for a particular movie, music or video clip
anytime. Users can even access social networking sites like
Facebook, Twitter, etc. to connect with people.

e. Online education
With network connections, students at any location

increases gradually with the increase in networks. In 5
centralized computing system, if one computer is not
able to serve the purpose, it can be replaced by a new
one. Replacement of new devices may require lots of 3.
investment and effort, which can be avoided in computer
network systems. If there is a need for more, one can buy
another powerful computer, add it to the computer
network and use it.

2. Home Application .

I Some of the most important uses of the Internet for home

' users are as follows:

around the world can participate in an online classroom,
download notebooks, and submit assignments.

Mobile users

With the help of networking, anyone can connect remotely
through mobile computers such as mobile cell phones, laptops,
notebook computers, and control ‘their devices. Mobile users
use their portable electronic equipment to send and receive
telephone calls, faxes and electronic mail, surf the web, access
remote files and log on to remote machines.

1.2 Networking Model, Active Network

a. E-commerce

E-commerce supports- many types of -business
transactions where users can pay bills, transfer cash, and
do online shopping. Users can browse the website and
PP 2 & . 2 R 1.  Client-Server Model
choose from the list of items and do payment online. .
Server

b. Access to Remote Information
Computer networks facilitate users to access

information that is distant away by staying at home - * -
remotely. : ' : ! ' :
. Person-to-Person Cnmmunicatibn B | ’

1.2.1 Types of Networking Model
Networking model is categorized into two types:

With network availability, one can easily communicate¢ |

with other people via voice, text or video staying at one | . I:
p;:’ce' The cost of this type of communication is much | o) Client I
cheaper than a normal pho : r. eheat :
: Phone call and definitely faste Figure 1.1: Client-server model - '
121 INSIGHTS ON COMPUTER NETWORK ——— B INTRODUCTION TO COMPUTER NETWORK |3]
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ecture (ch'eur/:wrver) is a network
architecture in which each computer oF 1;:"13(:05? luin tthe
network is either a client or a server. In this m.‘i:i '.;: , two
processes are involved, one on the client machine and

another on the server machine.

Request TOLLSS
53

[+~ Reply

Client-server archit

Serverside
Clientside

Figure 1.2: Request and reply model

Communication starts by sending a request message from
client process to server process. The client process then
waits for a reply message. When the server process gets the
request, it performs the required processes and sends back
a reply message. For example, when a person at home
accesses a page on the World Wide Web, the same model is
employed, with the remote web server being the server and
the user's personal computer being the client.

z. Peer-to-Peer Model

Peer

-

[ [

Peer

L]

Pecr
Figure 1.3: Peer-to-peer model

A peer-to-peer (P2P) network is created when two or moré
PCs or devices are connected and share their resources
et

18] INSIGHTS ON COMPUTER NETWORKS

without communicating with a separate server computer. In
peer-to-peer  networking  architecture, cach computer
(workstation) has equivalent capabilities & responsibilities,
Each PC acts as an independent workstation that stores data
on its own hard drive but which can share it with all other
PCs on the network. Computers connecting with each other
in a workgroup can share files, printers, and internet access.

1.2.2 Activ_e Nq_m_m_r_l_(__

Active network is a network which not just carries the bits
from one end system to another but also performs computations
on the data flowing through them. Active network can be at least
as secure as the legacy network. Data and algorithms in an active
network are mutable and fluid. It enables a more flexible network.
It has faster hardware. Devices become network-aware. It also
‘enables faster development of new service.

1.3 Network Topology

Network topology defines the way in which computers,
printers and other devices are connected. It describes the layout
of the wire and devices as well as the paths used by data
transmissions.

Networks have both a physical and logical topology
» Physical topology: The layout of the devices and media

* Logical topology: The paths that signals travel from one
point on the network to another.

Categories of Network Topology:

* Bus topolbgy + Star topology
* Treetopology * Ringtopology
* Mesh topology « Hybrid topology

1.4 Protocol and Standard

A protacol is an agreement between two machines as to
how communication links should be established, maintained and
released. It defines the format, timing sequencing and error
control mechanisms in data communication.

INTRODUCTION TO COMPUTER NETWORK |51
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Protocnl)l contrals the way in which data is communicarey

Protocol explains: g
. How the physical network is built
computers connect to the network

+« How .
for transmission

. Howthedatais formatted
How the data is sent over the network

« How to deal with errors

Standards :
Standards are guidelines that are followed when a ney,

design is to be introduced. Standards enable equipment frop,

different vendors and with different operating characteristics tq

become components of the same network. Standards are
developed by national and international organizations established
for this exact purpose. Some of the important standards

developed by various organizations are listed below; ,

. ISO (International Standards Organization): It is a
voluntary organization with representatives from national
standards organizations of member countries. ISO is active
in many areas of science and technology, including
information technology.

; CCITT (The Consultative committee for International
Telegraph and Telephone): It is'a standards organization
devoted to data and telecommunication with
representatives from governments, major vendors,
telecommunication carriers and the scientific community.

*  IEEE (Institute of Electrical and Electrical Engineer): It
Is a US standards organization with members throughout
the world. IEEE is active in many electric and electronic-
related areas, .
aﬁsl:o LE:S;:;:: ;:dusn-:ef Associations): It is a US trade

own for its EIA-232 standards.

1.4.1 %te_(_l_ Architecture

ot :)éef:d architecture simplifies the network design. As it is
€bug network applications in a layered architecture,

network applications are se i
_ : parated into |a ’
adifferent set of rules, called protocol, T A

16} INSIGHTS ON COMPUTER NETWORKS

—

Some features of layering are:

. It reduces the design complexity,

. It prevents changes in one layer from affecting other layers
thus,

. It provides flexibility of upgradation and reconfiguration.

. It makes standardization easy by defining what functions
occur at each.layer of the model.

. It divides the network communication process into smaller

and simpler components, thus making it easy for design and
troubleshooting.

. Since a complex system is broken down into smaller, more
understandable parts and each smaller task can be handled

by a specialist team.

1.4.2 Protocol Hierarchy

As we have already discussed that networks are organized as a
series of layers, the name, number of the layers, the content of each
layer and the function of each layer differ from network to network

The purpose of each layer is to offer certain services to the
higher layer. Layer n on one machine (source) carries on a
conversation with layer n on another machine (destination)
through protocol. Figure below shows protocol hierarchy of a five
layers network.

Figure 1.4: Layer, protocol and interface

INTRODUCTION TO COMPUTER NETWORK [7]
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ls. The dotted line in the figure shows the virty,

The entiti

communication and the

connection.

The actual transfer of data takes place from upper layer

lower layer at the source side and goes through. th(? physica)
medium and from lower layer to upper layer at destmaFlon. There
is an interface between each pair of adjacent layers which defingg
primitive operation and services the lower layef' offers to the
upper layer. A list of protocols used by a certain system, one
pr‘otbcol per layer is called a protocol stack.

Virtual Communication Between Layers:

S Destination
m Layer 5 protocel
Layer4 protocol
M
W3 [ B M1 [R3]wa - toverdmrotoct

I

[rr]usus]rafv2] [n2]H3 IMz[rzj-uf-:--m; Tua[us[mf12] [n2]n3[m2[12|

Figure 1.5: Information flow supporting virtual communication.

. Step 1: A message M is produced by layer 5 of the source
machine and is sent to layer 4 for transmission.

s  Step 2: Layer 4 adds a header that contains control
information and is passed to layer 3.

. Step 3: Layer 3 breaks up the incoming message into small
units, packets and appends a layer 3 header to each packet
(M1 and M2).

. Step 4: Layer 2 adds header as well as trailer to each packet

obtained from layer 2 and handover to layer 1 for physicd
transmission.

18] INSIGHTS ON COMPUTER NETWORKsS

1.4.3 Design Issues for the layers

Some of the design issues for the ]lyermg arL

. Addressing: For every layer, it is necessary to have a
mechanism for identifying senders and receivers. Since
there are multiple -possible destinations, some form of

“addressing is required in order to specify a specific
destination.

. Direction of transmission: Based on whether the system
communicates only in one direction of both, communication
systems are classified as simplex, half duplex and full
duplex systems.

. Error Control: Error controls and detection both are
essential since physical communication circuits are not
perfect. The receiver must have some ways of telling the
sender which messages have been correctly received and
which are not.

»  Flow Control: All communication channels cannot preserve
the order in which messages are sent on it. So, some kind of
coordination must be maintained to keep a fast sender from
overwhelming a slow receiver with data.

* . Multiplexing: Multiplexing and demultiplexing is to be
used to share the same channel by many sources
simultaneously. It can be used for any layers. it is mostly
needed in the physical layer, where all the traffic has to be
sent over few physical circuits.

. Routing: When there are multiple paths between source
and destination, a proper route should be chosen. Routing is
used to find the best path in each network.

1.5 0SIModel and TCP/IP Model

1.5.1 0S1 Model :

International Standard Organization (I1SO) has developed a
referenced model for network design in 1977 commeonly known
as Open Systems Interconnection. This model is a set of guidelines
that application developers can use to create and implement
applications.

INTRODUCTION TO COMPUTER NETWORK |3}
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B~y ek MR WEELETIEEST T Y
. :e p;c:};::st;de iansf:::‘r;ﬁoyn froma so&war'e application i, GE
i i moves through a network medium to" a Softuy,.,
:g;?;t;‘m in another computer. The layers il:h the (I)SI referen:;
model are divided into two groups. The top three layers def;,,
‘how the applications within the end stations will Communicy,
with each other and with users. The bottom four layers defin,
how data is transmitted end to end.
It is to be noted that OSI model itself is not a netwqp,
architecture because it does not specify the exact services gy
protocols to be used in each layer. It just tells what each laye:

should do.

Lavers HostB
Apgplication Protocol I: v
7 —————— e a—-————-—-— Application
¢ Proscntation Protocel
& Fresentaten "l Presentation
— Scssion Pretocel
5 I Sesvon I -----l Session ]
=1 Transpen Protoco! e
1 Transport o 1 Transport I
=t Network Protocol
2 ] Newwork [ = —{ Network |
Datali
2 I D3tz hink ]_____E_r_)!:irit?_co;l .......... __| Datalink ,
i
ical Protocol
: Prysca! fiwsical Frotony P Physical
| S
Physical Medium
Figure 1.6: OSI model
La}'ﬂ' 1: Physacal Layer

Phys:‘call layer is concerned with the transmission of ra"
data  bits OVEr communication lines, The layer
implemented in the hardware of the networking device- “

110] INSIGHTS ON COMPUTER NETWORKS !

___.-"'/ i

specifies wire and connectors for the system to connect.
This layer is concerned with characteristic issues of the
physical media, connectors, the type of modulation b
used.

Layer 2: Data Link Layer

eing

. Data link layer provides a direct link control on the
network. This layer is concerned with the reliable transfer
of data over the communication channe! provided by the
physical layer. Data link layer breaks the data into data
frames, transmits the frames sequentiaily over the channel
and checks for transmission error. It also does physical
addressing and controls the flow and error.

Layer 3: Network Layer

. Network layer determines the best path for data
transmission. It provides routing and related functions that
enable multiple data links to be combined into an
internetwork. Some functions of the network layer are:
routing and forwarding, packet handling and maintaining
routing information. It does network addressing and data
transmission between the subnets.

Layer 4: Transport Layer

. Transport layer manages end to end connection. It accepts
" data from the above layer, splits it up into smaller units and
passes these to lower layers isolating from each other. It
manages end to end connection and data delivery between
two hosts. It provides flow control, congestion control and
also provides sequencing.
Layer 5: Session Layer

: Session layer allows users on different machines to establish
sessions between them. It includes setting of various
communication parameters like synchronization, dialog
control. It determines the beginning middle and end of
session conversation.

Layer 6: Presentation Layer

X Presentation layer selects data structure, provides data
transfer syntax and semantics. It maintains the format of

INTRODUCTION TO COMPUTER NETWORK |11}
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data and efsuits 2=
involves data compression,
decryption, etc.

Layer 7: Application Layer

r provides an interface between by

. Application laye )
communication software and any external applicatig, I:

provides standards for supporting a variety of aPPlicaﬁU;
independent services e.g., message handling SYSte;r'
standards used for electronic mail, virtual tel'mina;
standards to allow applications to communicate Wit}f
different terminals, file transfer and access bEtWEe;:

different systems.

decompression, enc

1.5.2 TCP/IP Model

TCP/IP stands for Transmission Control Protocol gng
Internet Protocol, this model was earlier used by ARPANET
(Advanced Research Project Agency) and later used by the
Internet. TCP/IP defines how to use the network to transmit an |p
datagram. The main goal of TCP/IP is to build an interconnection
of networks referred to as an Internet that provide universal
communication services over heterogeneous physical networks,

Application Layer

&

I

h 4

TransportLayer

A

!

h 4

Intermnet Layer

4

¥
Host-to-network

Layer
—___—_-—--_"—-—-—

Figure 1.7: TCp/p mode]
PUTER NETWORKS

112] INSIGHTS ON com
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Layer 1: Host-to-Network Layer

. It is the lowest layer of TCP/IP model. This layer is also
known as network access layer. A suitable protocol is used
to connect to the host so that the packets can be sent over it.

Layer 2: Internet Layer

. This layer provides services that are roughly equivalent to
the OSI network layer. The task is to allow the host to insert
packets into any network and make them travel
independently to the destination. This layer holds the whole
architecture together. This layer defines the packet format
and a protocol known as IP (Internet Protocol).

Layer 3: Transport Layer

. Transport layer is designed to allow devices or peers on the
source and destination hosts to carry on a conversation, just
as the 0SI transport layer. It carries out functions such as
multiplexing, segmenting or splitting into the data. It
chooses a data transmission medium either parallel path or
a single path. It also adds header information to the data
and breaks the message into small units so that they are
handled more efficiently by the network layer.

Two protocols are defined in this layer: TCP (Transmission
Control Protocol) and UDP (User Datagram Protocol).TCP is
a reliable connection oriented protocol which is used when
the application wants accurate delivery. UDP is an
unreliable connection protocol used for applications which
. do not want TCP’s sequencing, flow control. UDP is used
where prompt delivery is preferred rather than accurate

delivery.
Layer 4: Application Layer
# This layer includes the OSI session, presentation and

application layers of 0SI model. The application layer uses
higher-level protocol where users typically interact with the
network. There are different application layer protocols in
TCP/IP, including Simple Mail Transfer Protocol (SMTP)
and Post Office Protocol (POP) used for email, Hyper Text

INTRODUCTION TO.COMPUTER NETWORK |13]

Scanned with CamScanner



Transfer Protocol (HTTP) used for the \"-’orld-ﬁ.",r,-d‘e_wL
and File Transfer Protocol (FT P) as they are requireq. -

1.5.3 Comparison Between 0SI Model & TCP/IP Mode)

Table 1.1: Comparison benween OSI model and TCP/IP model

g 0SI Model | TCP/IP Model

1. It is seven-layered reference|1. Itis four-layered mode],
model.

2. Internetworking is  not|2. TCP/IP  supports interp,
supported. working. '

3. It clearly
between services, interfaces
and protocols.

between services, interface,
and protocols.

4. Network layer
both connectionless and
connection-oriented
services.

provides|4. The Internet layer provide
connectionless service.

5. Transport layer provides|5. Transport layer provides both
only connection-oriented| connection-oriented and
service. connectionless service.

6. Protocols in the OSI model|6. Protocols in TCP/IP are not

are better hidden and can be| . hidden and thus cannot be
replaced relatively easily. replaced easily. |

1.5.4 Data Encapsulation

Data encapsulation is the process of adding header to wrap
data. When a host transmits data across a network to another
device, the data goes through encapsulation. Dﬁta is wrapped with
protacol information at each layer of the 0SI model. Each laye!
EISES Protocol Data Units (PDUs) to communicate and exchang
Et?formf'ltio_n. Each PDU is attached to the data by encapsulating
ttat edch layer of the OSI model, and each has a specific nam¢
?Ependmg on the information provided in each header. Th

lgure demonstrates how the upper-layer user data ¥
converted for transmission on the network

[14] INSIGHTS ON COMPUTER NETWORKS e

distinguishes(3. This model fails to distingujg, .

Application

Prose ntztion
Upperiayer Data Catz
: Sescion

Transport |—= Segment

Ter
Header | UPIJE'rlaverDataI
NeElwore
Header
Datalink | . _l
| Header |Upperrayernata Trailer

I 1101011001007 corererme ] | Physical I——4 Bits

Figure 1.8: Data encapsulation

Network Packet

Upperlayer Data I

Datalink : Frame

There are five steps of data encapsulation involved in the
08I reference model.
. The application, presentation and session layer create data
‘from the user's input.
. Transport layer converts data to segments
. Network layer converts segments to packets
. Data link layer converts packets to frames.
. Physical layer converts frames to bits

1.6 Example Network: The Internet, X.25, Frame Relay,
i Ethernet, VolP, NGN and MPLS, xDSL L

1.6.1 The Internet

The Internet is the global system where different computer
networks are connected and use the Internet protocol suite
(TCP/IP) to link billions of devices worldwide. The Internet

carries a wide range and variety of information resources and

services. The Internet also has enabled and accelerated new forms
of personal interactions through instant messaging, Internet
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ing. The Internet has no Centray;,
; &

tocol or standards) in o
. . _" b Er
rechnological implementaion or policies for access and ugq,
each constituent network sets its own policies. Only thé
overreaching definitions of the two principal name spaces oy, th
Internet, the Internet protocol address space and the DDmain
Name System (DNS), are
the Internet Corporatio

(ICANN).

forums, and social network

4 0
governance (not exact pr

n for Assign_ed_ Names and NUmbeﬁ'

1.6.2 X.25
X.25 is an ITU-T standard protocol which defines the way

which packets travel in a packet switched wide area network
(WAN) communication. It was devéloped in the 1970s g,
providing an interface between public switched networks apg
their customers. AN X.25 is a connection-oriented service apg
supports virtual circuit switching.

An X.25 WAN consists of packet-switching exchange (PSE)
nodes and different types of networking hardware, plain old
telephone service connections or ISDN connections as physical
links. X.25 network handles the combination of packets at the
source device, delivery, and then dis-assembly at the destination.
X.25 packet delivery technology includes erfor checking and
retransmission logic should delivery failures occur along-with the
switching and network layer routing. It also supports multiple
simultaneous conversations by multiplexing packets and using
virtual communication channels,

Figure 1.9: X.25 network
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provided by a maintainer organizatyy, -

X.25 protocol suite maps to the lowest three layers of the
05l reference model: physical layer, frame layer, and packet layer.

S —
User Process To remote user process
Packet L Muld channel logical Interface | Puket
e
Link Access ._LIP_!.M_!EV!!LOILBM_@__, Link Access
Physical X.21 logical Interface Physical
DTE DCE

Figure 1.10: X.25 layer mapping with OSI mode!
Physical layer: this layer takes care of the interface
between a computer terminal and link which attaches it to
the packet switching node.
Link Access layer: In this layer, X.25 specifies the link
access procedure-B whichis a subset of HDLC protocol.
Packet layer: This layer is responsible for end-to-end
connection between two DTEs.

Advantages of X.25:

1. Frame delivery is more reliable.

2 Frames are delivered in order

3. Retransmission of frames is possible.”

4 X.25 supports switched virtual circuits and permanent
circuits.

Disadvantage:
1. X.25is much slower than frame relay.

1.6.3 Frame Relay

Frame relay is a high-performance WAN protocol that
provides LAN to LAN connectivity. It is connection-oriented
services that operates at the physical and logical link layers.
Frame relay was developed for taking advantage of the high data
rates and low error rates in the modern communication system. It
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1.544 Mbps to 44.376 Mbps), ..
nd the damaged frames detect, q 8:

tes at a high speed (
ct errord

opera
relay can only dete
simply dropped-

* Figure 1.11: Frame relay network

Devices attached to a Frame Relay WAN fall into ty
categories: Data Terminal Equipment (DTE) and Data Cira
Terminating Equipment (DCE). DTEs generally are considered
be terminating equipment for a specific network and typically are
located on the premises of a customer. In fact, they may be ownet
by the customer. Examples of DTE devices are terminals, persnna"’
computers, routers, and bridges. DCEs are carrier-owne
internetworking devices. The purpose of DCE equipment is
provide clocking and switching services in a network, which ar
the devices that actually transmit data through the WAN. In mos
cases, these are packet switches.

Frame relay provides connection-oriented data link 3¢
communication. This means that a defined communication €x<*
between each pair of devices and that these connections ar
associated with a connection identifier. This servict ];
implemented by using a Frame relay virtual circuit, which &
logical connection created between two data terminal equiP™;
%g;'NE]) ;l:ewces across a fram.e relay packet-switched ner\j?;;
' - ¥rame relay virtual circuits are identified by dat

_/
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connection identifiers (DLCIs). DLCI values typically are assigned
by the frame relay service provider (for example, the telephone
company).

Advantages:

1. Higher data rates (1.544 Mbps to 44.376 Mbps).
2. Itallows transfer of bursty data

3. Ithaslower overheads so lower delay.

4. Itreduces internetworking cost.

1.6.4 Ethernet —

Ethernet is a network technology used in LANs and MANs. [t
is the most widely used for local area network (LAN) technology.
Ethernet is a link layer protocol in the TCP/IP stack, describing
how networked devices should format data for efficient
transmission between other network devices on the same
network segment, and how to put that data out on the network
connection.

1.6.5 VoIP

Voice Over Internet Protocol (VoIP) is a methodology and
group of technologies for the delivery of voice communications
and multimedia sessions over Internet protocol (IP) networks,
such as the Internet. Voice signals are converted to packets of
data, which are transmitted on shared, public lines, hence
avoiding the tolls of the traditional, public switched telephone
network (PSTN). Other terms commonly associated with VolP are
IP telephony, Internet telephony, broadband telephony, and
broadband phone service.

1.6.6 NGN

A next-generation network (NGN) is a packet-based network
able to provide telecommunication services to users and able to
make use of multiple broad bands, QoS-enabled transport
technologies and in which service-related functions are
independent of the underlying transport-related technologies. It
offers unrestricted access by users to different service providers.
It supports generalized mobility which will allow consistent and
ubiquitous provision of services to users. .
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1.6.7 MPLS
Muitiprotocol Label
in telecommunications

switching (MPLS) is a routing techp;
networks that ~ directs  data frg
one node to the next based on short path labels rather thap lon
Hetwork addresses, thus avoiding complex lookups in a royg,
table and speeding traffic flows. The labels identify virtua] link
(paths) between distant nodes rather than endpoints, MPLS ey
encapsulate packets of various network protocols,. hence the
“multiprotocol” reference on its name. MPLS supports a range o
access technologies, including T1/E1, ATM, frame relay, and Dg|,

MPLS is scalable and protocol-independent. In an Mpjg
network, data-packets are assigned labels. Packet-forwarding
decisions are made solely on the contents of this label, without the
need to examine the p'acket itself. This allows one to create-eng.
to-end circuits across any type of transport medium, using any
protocol. :

Layer 3 (IP) header

MPLS label

Layer 2 header

Figure 1.12: MPLS label

MPLS operates at a layer that is generally considered to lie
between traditional definitions of OSI layer 2 (data link layer) and
layer 3 (network layer), and thus is often referred to as alayer
2.5 protocol, It was designed to provide a unified data-carrying
service for both circuit-based clients and packet-switching clients
which provide a datagram service model. '

1.6.8 xDSL

Digital subscriber line (DSL; originally digital subscriber

loop) is a family of technologies that are used to transmit digital
data over telephone linés. DSL technologies use sophis_ticated

~modulation schemes to pack data onto copper wires. They ar .

. _son:ietlmes referred to as last-mile technologies because they &€
~ used only for connections from a telephone switching station t0 2

120} INSIGHTS ON'COMPUTER NETWORKS

qQua

home or office, not between switching stations. In

telecommunications marketing, the term DSL is widely

understood to mean asymmetric digital subscriber line (ADSL),

the most commonly installed DSL technology, for Internet access.

The bit rate of consumer DSL services typically ranges from 256

kbit/s to over 100 Mbit/s in the direction of the customer
(downstream), depending on DSL technology, line conditions, and
service-level implementation.

: xDSL is similar to ISDN in as much as both operate over
existing copper telephone lines (POTS) and both require the short
runs to a central telephone office (usually less than 20,000 feet).
However, xDSL offers much higher speeds - up to 32 Mbps for
upstream traffic, and from 32 Kbps to over 1 Mbps for
downstream traffic.

Iy |
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Physical loyer §s the fowest layer of OSI .mndel tha,
communicates  directly with  the var lous types ”f' ACtiyy|
communication media. This layer Is responsible for sending and
receiving bits from one device to another,

The physical layer specifies the electrical, mttfhilnic;,],
procedural and functional requirements for ':!L’tfvatmg, and
deactivating a physical link between end systems, This layer is pg,
connected with the meaning of the bits but deals with the physic,|
connection to the network, with transmission and reception of
signals, It specifies imterface characteristics such as binary voltag
levels, encoding methods, data transfer rates, modes gf

transmission,

2.2 Network Monitoring
Network performance is an important issue in data and
computer networking, Varlous factors are to be considered to
monitor the network.
1.  Bandwidth ‘ ,
Bandwidth is the amount of data that passes through a
network connection over time as measured in bits per
second. It is the data rate supported by a network
connection or interface. It represents the overall capacity of
the connection. ,
2. Latency

Latency is an expression of how much time it takes for 2
packet of data to travel from one node to another. Totd!
latency of a network is ‘one-way latency from source

destination plus the one-way latency from the destinatio”
back to the source, :

[22] INSIGHTS ON COMPUTER NETWORKS

4.

-

‘ Process'ing delay: The time required to examine the packet

Throughput

Throughput is the average rate of successful messa gesthata
communication channel can deliver over a communication
period. Tts measuring unit is bits/second (bps), megabits
per second (Mbps) or gigabits per second (Gbps)

Delay

The delay of a network specifies how long it takes for a bit
of data to travel across the network from one node (host or
router) or endpoint to another. When a packet travels from
one node to the subsequent node along the path, it suffers
from several types of delays at each and every node along
the paths like Nodal processing delays /Processing Delays,
delay in Queuing, Transmission delay and delay in
Propagation.

Lo a
P e
] T

Propagation Delay
P s —l
s ety Transmission Delay

Quculng Delay

Figure 2.1: Delays in router A

header and determine where to direct the packet.

Queuing delay: At the queue, the packets experience a
queuing delay, when they wait to transmit on the links.
Transmission delay: It is also called store and forward

delay. The packets are transmitted on the first come first
served basis. It is the time required to transmit all the

packets bits into the link.
Propagation delay: The time required for the packets bits

to reach from the beginning of the link to the desired router

is propagation delay.

SR |
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23 Transmission Mecl B

2.3 mission medium can be broadly deﬁt}ed as_a“Ythlng

th ?1 Eﬁnr; information from source to destination. It is locateg
atca

‘below the physical layer a

layer. Transmission med

categories: . .
i, Guided transmission medla

ii. Unguided transmission media

Transmission Medium
Wired or Guided Media or Wireless or Ungulded Medla or
Bound Transmisslon Medla Unbound Transmission Media
|

Radio Wave Microwave  Infrared

Twisted Pair Coaxial Fiber A
Terrestrial Microwave
f: L .Tm'd o Satellite Microwave
Shielded Twistad Pair

Figure 2.2: Transmission media

2.3.1 Guided Media

With guided media, the waves are guided along a solid |

medium, such as a fiber-optic cable, a twisted-pair copper wire or
a coaxial cable. Transmission capacity (bandwidth and data rate)

depends on distance and type of network. Guided media is also |

referred to as wired or bounded transmission media..

Features:
e High speed
e Secure

e Used for comparatively shorter distances
There are three major types of guided media:
1.  Twisted Pair Cables

Twisted pair cable is the least éxpensive and most widely |

used media. Twisted pair cable is constructed of two- insulatEd
copper wires arranged in a regular spiral pattern. Number of pairs

———
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nd is directly controlled by the physicy -
ia can be divided into two broag |

are bundled together in a cable contained by a common jacket.
Twisting of wires decreases the crosstalk between adjacent pairs
in the cable and reduces the sensitivity to outside EMI. '

Applications:
¢ Most common transmission media for digital and analog
signals.

e Used in telephone networks between house and local .
exchange (subscriber loop)

e Used for communications within the building.
Transmission characteristics:

e Requires amplifiers every 5-6 km for analog signal

e Requires repeaters every 2-3 km for digital signals

o Susceptible to interference and noise. C

e Interference can be reduced by shielding with metallic

braids.
e Different twist length in adjacerit pairs reduces crosstalk.

Advantages:
e Protect against cross talk & interference
¢ Easy to work with
* Easy to add computers to network
o Well understood technology
e Lessexpensive
Disadvantages:
* Susceptibility to noise
» Leastsecure
* Distance limitations - short rahge
e Lowdatarate
¢ Requires more expensive hubs
There are two types of twisted pair cables:
i. Unshielded Twisted Pair (UTP)

UTP contains no sh'ielding and is more susceptible to
external noise but is the most frequently used because of its

least cost and easy installation.
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Advantages:

¢ Better performance at a higher data rate in comparison
to UTP

» Eliminates crosstalk
e Comparatively faster
Disadvantages:

pair cable

Figure 2.3: Unsh ielded twisted

e Comparatively difficult to install and manufacture

e More expensive

Applications: | :
« In ordinary telephone lines to carry voice and day « Bulky
channels. ' 2.  Coaxial Cable
o Inthe DSLlines ; Coaxial cable consists of two conductors, but is constructed
¢ InLANs differently to permit it to operate over a wider range of
Advantages: frequencies. It has a central core conductor of solid enclosed in an
, : insulating sheath, which is then encased in an outer conductor of
¢ Least expensive : ; - :
metal foil, braid or combination of the two. The outer metallic
« Easytoinstall wrapping acts as a shield against noise and as the second
Disadvantages: _‘ conductor. The outer conductor is covered with a jacket or shield.
* Susceptible to external interference , A single coaxial cable has a diameter of from 1 to 2.5 cm.
» Lower capacity and performance ' Coaxial cable can be used over longer distances and support more
« Short distance transmission due to attenuation stations on a shared line than twisted pair.’
ii. Shielded Twisted Pair (STP) Coaxial cable is a versatile transmission medium, used in a

STP cable contains an outer conductive shield that is  wide variety of applications, including:
electrically grounded to insulate the signals from external = o Television distribution - aerial to TV & CATV systems

electrical noise. STP also uses inner foil shields to protect 4 Long-distance telephone transmission - traditionally used

each wire pair from noise generated by the other pairs. Itis for inter-exchange links, now being replaced by optical
used in rapid data rate Ethernet, in voice and data channcls fiber/microwave/satellite
of telephone lines. . Short-run computer system links

larheL et

plastic jacket
dielectric Insulator

metallic shield
Baedod g ' centre core

Figure 2.4: Shielded twisted pair cable A it RS
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Applications: |
Television distribution

: lephone transmission

« Long-distance t€ .
o Short-run computer system links

e Local area networks

Advantages: |
e Cansupport higher frequencies and data rates.

 Better noise Immunity
e Easytoinstall and expand
e [nexpensive

3.  Optical Fiber Cable

Optical fiber is a thin glass or plastic cab_]e used to guide
light rays. It has a circular cross section with a diameter of only,
fraction of a centimeter. A light source is placed at the end of the
fiber, and light passes through it and exits at the other end of the

cable.

Optical fiber consists of three parts naqlely core, cladding
and jacket. The core is the innermost section of the fibre which
may be one or more very thin strands or fibers. The cladding isa
plastic or glass coating with optical properties different from core.
The jacket is the outermost layer surrounding one or more
claddings. '

Cladding

Plastic
jacket

Figure 2.6: Optical fiber cable -

Optical fibers use reflection to guide light through ?
channel. When light rays strike a reflective surface, such as?
mirror, the light waves are thrown back or reflected. When ligh"
passes from denser medium to rarer medium, it bends away fro”
I
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the normal at the point of incidence. If the angle of incidence is
greater than critical angle, the light ray will be reflected from the
interface. When the light ray strikes the interface at an angle
greater than the critical angle, the light ray does not pass through
the interface into the glass and is reflected off the surface of the
fiber cable. This action is known as Total Internal Reflection. The
light ray bounces back and forth between the surfaces until it exits
at the other end of the cable. This is the basic principle that allows
an optical fiber cable.

Cladding ray of light

=S NN

Figure 2.7: Total internal reflection in optical fiber

To transmit high-speed digital pulses, a very fast light
source must be used. The two most commonly used light sources
are light- emitting diode (LED) and Injection Laser Diode (ILD). -
LED is a PN-junction semiconductor device that emits light when
forward-biased. It is cheaper and works over a greater
temperature range. It has a longer operational life. ILD are capable
of developing light power up to several watts. they are far more
powerful than LEDs and therefore are capable of transmitting
over much longer distances.

Optical Fiber Cable Types

Optical fibers are available in two varieties: single mode
fiber optic cable and multimode optical fiber.
1. Single Mode Fiber
Single mode fiber has a smaller core diameter of 10 microns.
It can transfer data for a longer distance without the help of
a repeater and has high bandwidth. It allows a single
wavelength and pathway for light to travel, which greatly
decreases light reflection and lowers attenuation.
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' Figure 2.8: Single mode fiber

Multimode Fiber .
Multimode optical  fiber contains a core 'thh a largg,
diameter than that of single mode fiber optic cable, Whig,
allows multiple pathways and several wavelfzngths of ligy,
to be transmitted. Multimode optical fiber is available ,
two sizes, 50 microns and 62.5 microns. It is commop),
used for short distances applications such as fiber to ty,
desktop or patch panel to equipment, data and audio/vide,
applications in LANs. Multimode fiber can be divided int,
two types: step index multimode and graded index fiber.

Cladding Glass

Core Glass ~ N\

Figure 2.9: Multimode fiber
Applications:
» Used in cable TV networks.

o Used in backbone network (can transfer data rates of
1600 Gbps) :

e Used in Fast Ethernet networks (can support hundreds
of stations) The refractive index of the core is greatef
than that of the cladding.

Advantages:
¢ High data rate and wide bandwidth

* Immunity to electromagnetic interference and lightni®é
damage

* Low attenuation (data loss)

* Longer distance 2 to 5 km with Multimode fiber or ©"*
- 25 km with Single Mode fiber

130] INSIGHTS ON COMPUTER NETWORKS

-» Small cable diameter fits anywhere

. Light weight

e No sparks if cut

s Noshock hazard

° SeI:l._lre communications

* Low system

cost

e Longer life expectancy than copper or coaxial cable
e Cabling of the future
Disadvantages:

e Expensive-
equipments

installation,
are costly

o Difficult to install
e Fibers are not mechanically robust as copper wire

testing

and maintenance

e Require two cables to transmit & receive data

¢ Require special connections, joining fibers can be more
difficult & expensive

e Requires expert manpower

Comparison Between Twisted Paif, ‘Co-axial and Optical Fiber

cable

Table 2.1: Comparison between twisted pair, co-axial and optical fiber cable

Twisted Pair Cable Coaxial Cable Optical Fiber
Transmission of| Transmission of|Signal  transmission
signals takes place|signals takes place in|takes place in an
in the electrical{the electrical form|optical form over a
form over thelover the  inner|glass fiber.

metallic conducting|conductor of the

wires.

cable.

Noise immunity is
low. Therefore,
more distortion.

Higher noise
immunity than the
twisted pair cable
due to presence of]

shielding conductor.

Highest noise
immunity as the light
rays is unaffected by
the electrical noise.

#__..,/_
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ﬂﬂﬂﬂﬂ T:EBT Optical Fiber
Twisted Pair Cable Coaxial e
;}E&ﬂﬁ"ﬁ.{ Less affected due to N?t‘ aﬂiected by the
external  magnetic external magnetic cxl;rnn magngy;,
field. fields. __d____ﬁel A |
Short circuit!Short circuit between Shor‘t circuit s p,,
between the (WO the two conductors is possible.
conductors is|possible.
ssible. ] ‘
E:capcst Moderately Expensive than othg,
expensive. cable.
S
T.u:a. bandwidth Moderately high|Very high bandwidth
bandwidth. ]
Power loss due to|Power loss due to/Power loss due to
conduction and|conduction. absorption, scattering,
radiation. dispersion and
' bending. _J

23.2 UnguidedMedla

With an unguided media, the waves propagate in the

atmasphere and in outer space. Unguided media is also referred to
as wireless or unbounded transmission media which provide a
means for transmitting electromagnetic waves but do not guide

them.

In wireless transmission, a RF signal generated by a

transmitter is sent into space and eventually picked up by 2
recetver, Transmission and reception are obtained by means of an
antenna Antenna is an electrical conductor used to radiate
electromagnetic energy or collect EM energy.

Unguided media includes radio waves, microwave, and

infrared.

1.

Radio Waves

}:;f :" aves are the electromagnetic waves but.operate 3
mmn“‘t:::“‘-? range. Area covered by a communicatio®
power of th operates in radio frequency depends on th

© transmitter. Radio waves use omnidirection?!
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2,

antennas that send out signals in all directions, The range in

frequencies of radio waves is from 3KHz to 1 GHz In the

case of radio waves, the sending and receiving antenna are

not aligned, i.e., the wave sent by the sending antenna can

be received by any receiving antenna.

Applicatlions of radio waves:

e Radio waves are useful for multicasting when there is
one sender and many recelvers.

« An FM radio, television, cordless phones are examples of
aradio wave.

Microwaves

Electromagnetic waves having frequencies between 1 and
300 GHz are called microwaves. Microwaves are

unidirectional and microwave propagation is a line of sight

i.e., the sending and receiving antennas need to be properly

aligned with each other. These waves are mainly used for

mobile phone communication and television distribution.

Characteristics of Microwave:

 Frequency range: The frequency range of terrestrial
microwave is from 4-6 GHz to 21-23 GHz

« Bandwidth: It supports the bandwidth from 1 to 10
Mbps.

« Short distance: It is inexpensive for short distances.

* Long distance: It is expensive as it requires a higher
tower for a longer distance.

e Attenuation: Attenuation means loss of signal It is
affected by environmental conditions and antenna size.

Microwaves links are categorized into two types:

» Terrestrial microwave link

« Satellite microwave link

a. Terrestrial Microwave Link
Terrestrial microwave transmission is a technology that
transmits the focused beam of a radio signal from one
ground-based microwave transmission antenna (o
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crowave COMMIEINEEHON 1s ¢

errestrial mi 5 .
another. T s when physical transmisg;

sively in situation satellite. The satellite contains a receiver that picks up

exten I - to install, for exa " -y
media is -impl‘aCtlcal or difficult s mounta'xamp]& the transmitted signal, amplifies it and translates it on
‘between high’ puildings, across ! ns ang another frequency. The signal on the new frequency is

remote stations. Terrestrial Microwave systems g then transmitted to the receiving stations on earth. The

_ directional pa;-abolic antel'm?S t? t‘raHSIfnl't }E-:nd rECf*ive . original Sign_al l?eing transmitted from the earth station
ionals. Microwave fransmission 1s line-of sight, . to the satellite is called the uplink, and the transmitted
signals. 5 signal from the satellite to the receiving stations is called
the downlink. Usually the downlink frequency is lower

- sl _ - than the uplink frequency. Satellites use different

frequency bands for incoming (uplink) and outgoing
(downlink) data. A single satellite can operate on a
number of frequency bands, known as transponder
channels or transponders.

Microwave anteny,

Figure 2.10: Terrestrial microwave link

Applications: : ; Transmitted
e Long haul telecom service

; Epr " Transmitting
e Transmission between high buildings, across rivers, Antenna

mountains and remote stations.
Transmission Characteristics:
¢ Frequencies in the range of 4-6 GHz and 21 to 23 GHz

Figure 2.11: Satellite microwave link

. H.igher frequency implies higher bandwidth leading tU_ Satellite communication is more reliable nowadays as it
hlghelr datarates . offers more flexibility than cable and fibre optic systems.
_* Repeaters may -be placed further apart compared 10 . We ;:lzlm cnmmuni.cate.a with any point on the globe by using
. “poeivtal eabia satellite communication.
Applications:

* Attenuation is affected by antenna size, signal strength
frequency and atmospheric conditions; ‘may increast
with rainfall, especially above 10 GHz, -

e Main application is in communication.
» Communication satellites is in long-distance telephone

. service,
t,.. Satellite Microwave Link e Alsousedin TV, pfivate business networks
Communication satellite is a microwave relay statio’ e VSAT - Very small aperture terminals
:tit;?;e:gg t:: :;‘rgore ground stations (also called eartt ¢ Used in surveillance and navigation.
' station transmits information to th°
— PHYSICAL LAYER |35]
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Jite microwave communication;
1lite

f sate . :
Advantages © f a satellite microwave is more than

rea 0
overage a
e Thec | microwave.

rrestt‘ia PP
the te - <ion cost of the satellite is independeny of
« The transmiss he centre of the coverage area.

i rom t
he distance i ‘W
: ldva tages of satellite microwave communicatiop,
Disadvan

o Satellite designing and developme

and higher cost. ;
« The satellite needs to be monitored and controlleq o

regular periods so that it remains in orbit.
The life of the satellite is about 12-15 years. Due to tp
reason, another launch of the satellite has to be plany i

nt requires more timg

Infrared Waves
An infrared wave transmission is a wireless technology use 1,
for communication over short ranges.

Characteristics:

o The frequency of the infrared waves is in the range from
300 GHzto 400 THz. '

e It is used for short-range communication such as data
transfer between two cell phones, TV remote operation,
data transfer between a computer and cell phone resides
in the same closed area.

« [t supports high bandwidth, and hence the data rate wil
be very high. .

» Infrared waves cannot penetrate the walls. Therefore,
the infrared communication in one room cannot b
interrupted by the nearby rooms.

* An infrared communication provides better secur 2.
with minimum interference.

* Infrared communication is unreliable outside ﬂ"-?
building because the sun rays will interfere with the
infrared waves.

—

IR Trnnsmitter

IR Receiver

Figure 2.12: Infrared communication
Applications:
* Remote control of electronic devices at home.

* Communication between keyboards, mouse, etc,

before it becomes non-functional. Propagation Methods

Wireless propagation is possible in many ways:
Ground Wave Propagation

In ground wave propagation, radio waves travel through the
lowest portion of the atmosphere. These are low frequency
signals that radiate in all directions from the transmitting
antenna and follow the curvature of the planet. Distance
depends on the amount of power in the signal.

sonat
Propagation

il

entena Earth

Figure 2.13: Ground wave propagation (betow 2 MHY
Sky Wave Propagation

In sky wave propagation, higher frequency radio waves
radiate upward into the ionosphere where they reflect back
to earth. This type of transmission allows for greater
distances with lower output power.

* Limited to short distances and highly directional

136] INSIGHTS ON COMPUTER NETWORKS
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signafsl over a range of uplink frequencies and re-transmits them
on a different set of downlink frequencies to receivers on Earth
often without changing the content of the received signal. '

Sateliite

—
- Eath

Figure 2.14: Sky wave propagation (2-30 MH3

3.  Line-of-Sight Propagation & '\ %&
In line-of-sight propagation, very high-frequency signals are ® "%
transmitted in a straight line. The communicating antennas %
must be placed in such a way that they see each other ip af "
earth's curvature. Distance of signal propagation is limited
to the curvature of the Earth. '

Earth Station Earth Station

Figure 2.16: Satellite communication

Uplink frequency is the frequency at which, earth station is
communicating with satellites. The satellite transponder converts
this signal into another frequency and sends it down to the other

Figure 2.15: Line-of-sight propagation (above 30 MHz) earth station. This frequency is called downlink frequency. The
2.3.3 Satellite process of satellite communication begins at an earth station.
A sebolite e 3 pisical GHiecE B = : Here, an insgallan'on is dt'?signed to transmit and recei\.re signals _
R T . Ject that revalves around the earth from a satellite in an orbit around the earth. Earth stations send
ik eight. It is placed in earth orbit for the purpose of the information to satellites in the form of high powered, high
communicating, weather forecast, research, military purpose, etc. frequency (GHz range) signals.

The satellite accepts the signal that is ‘
: transmitted from the earth
station, and it amplifies the signal. The amplified signal is Frequency Bands Used in Satellite Communication

retransmitted to another earth station. Most communication satellites operate in the microwave

frequency spectrum. The microwave spectrum is divided up into

The transmitter-r T ;
known as a transpo,,de:c:}i}w; Cernbmaan in the satellite 15 frequency bands that have been allocated to satellites as well as
amplification and fr@que-n Et En r!-lﬂCtlﬂns of transponder ar¢ ~ other communication services such as radar. These frequency
bandwidth units o thay g ranslation. Transponders are wide ~ bands are designated by letters of alphabets. Figure shows the
than one signal, Satelj; €Yy €an receive and retransmit more various frequency bands used in satellite communication.
- Satellites consist of transponders that gather
138] INSIGHTS ON COMPUTER NETWORKs s | PHYSICAL LAYER |39]
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Table 2.2: Frequency bands used in satellite communication,

Band Frequency (Gﬂzl_
L Band 1-2
S Band 2-4
C Band _4-8
X Band 8-12
Ku Band 12-18
K Band 18-27
Ka Band 27-40
V Band 40-75
W Band 75-110
Types of Satellites

Satellites are classified based on the altitude of orbit as:

Altitude (Km)

e — S — 59— —

UpperVan Allen belt

o B B B 0w

Lower Van Allen belt

15,000

5000

1Sl

ol B S B i

Earth Surface

Figure 2.17: Types of satellites

1. LEO (Low Earth Orbit) Satellites: These satellites are kept
below between 500 to 1500 Km. As the satellites are so
close to the earth, the ground stations do not need much

- power, and the round-trip delay is only a few milliseconds
The footprint of LEO normally has a diameter of 8000Km

So, large numbers of satellites are needed for a completé

system.

2. MEO (Medium-Earth Orbit) Satellites: MEQ satellites a7

kept in the range of 5000 to 15000km, They take 6 t0 8
hours to circle the earth depending on its orbit height aboVe

|40} INSIGHTS ON COMPUTER NETWORKS ol

the earth surface. MEQ satellites are mostly used for
navigation and military services, The most common MEQ
satellite is a GPS satellite,

3. GEO (Geostationary) Satellites: GEO satellites have an
almost distance of 36000 Km above the_equatorial plane.
They have a rotation period of 23hrs 56minutes and 4 sec.
so they are stationary with respect to Earth. It takes a
minimum of three satellites equidistant from each other to
provide full global transmission.

Satellites may also be classified as:

. Astronomical satellites: These satellites are used for
observation of distant planets, galaxies, and other outer
space objects.

. Biosatellites: These satellites are designed to carry living
organisms, generally for scientific experimentation.

. Communication satellites: These satellites are stationed
in space for the purpose of telecommunications.

. Earth observation satellites: These satellites are intended
for environmental monitoring, meteorology, map making,
etc.

. Navigational satellites: These satellites use radio time
signals transmitted to enable mobile receivers on the
ground to determine their exact location.

. Killer satellites: These satellites are designed to destroy
enemy warheads, satellites, and other space assets,

2.3.4 Switching

Switching is the process to forward packets coming in from
one port to a port leading towards the destination. When data
comes on a port it, is called ingress and when data leaves 4 port or
goes out it is called egress. A communication system may include a
number of switches and nodes.
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Switching

2. Message Switching

Message switching is a switching technique in which a
message is first received completely and is buffered unti]
ey there are resources available to transfer it to the next hop.
pEETe— | Packet Switching Message Svitching| |- With this form of switching, no physical path is established

- ; : in advance between sender and receiver. The destination
address is appended to the message. Message Switching
provides a dynamic routing as the message is routed
through the intermediate nodes based on the information -

R ' _ available in the message.
Virtual-Circuit Datagram ! . ] ) & ‘
. A network using this technique is called a store and forward
Figure 2.18: Switching Techniques' : network where each and every node stores the entire
- ot Switcﬁin‘g ‘ : message and then forwards it . If the next hop is not having

enough resource to accommodate a large size message, the

The most common example of circuit switching is in t message is stored and switch waits.

Public Switched Telephone Network (PSTN). Here, ;' -
* dedicated path is established between the source and th
destination and then all the messages are sent over thi
- route (Connection Oriented Switching).

In this networking method, a circuit (dedicated path) isse
up between two devices which are used for the whole
communication. The routing decision is made when thereis
set up across the network. After the link has been'setup, the
information is forwarded continuously over the link. Tht o LA
CFCEE SR R tWo R b reratad i thsa Hlikas Message switching is replaced by packet switching. Message
4 P _ p : : switching has the following drawbacks:
1. SetUp Phase

. ¢ Every switch in the transit path needs enough storage to
2. Data-transfer Phase accommodate the entire message.

Figure 2.20: Message switching

3. Terminate Phase ; ; * Because of store-and-forward technique and waits
— _ : included wuntil resources are available, message

—] - . ; switching is very slow.
* = ‘s Message switching was not a solution for streaming

= e I - 4""1' media and real-time applications.
ﬁ /_--— = e OfNees N8 B Packet switching

! L' —=H | 3 : Packet switching is a switching technique where the
2 = . ; message is divided and grouped into a number of units

Figure 2.19: Ci itchi ' B ;
gure Circuit switching I PHYSICAL LAYER 43|
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called packets that aré individually routed from the Sou
to the destination. There is no resource allocation fnrf
packet, resources are allocated on demand. §
Two approaches:

a. Datagram Switching

In datagram switching, each packet s t“eatedi

independently. Each packet in a packet  switch,
technique has two parts: a header and a payload, 1,

header contains the addressing information of y,

packet and is used by the intermediate routers to direq
it towards its destination. The payload carries the acty,
data. )

A packet is transmitted as soon as it is available iy .
node, based upon its header information. The packets :
a message are not routed via the same path. So, t:
packets in the message arrive at the destination out ¢

order. It is the responsibility of the destination 1

reorder the packets in order to retrieve the origin:
message. The datagram networks are sometims
referred to as connectionless networks.

The process is diagrammatica]ljr represented in the

following figure. Here the message comprises fow

packets, A, B, C and D, which may follow different routs

from the sender to the receiver.

OREE 5
GINEIoES

Figure 2.21: Datagram switching
__--/

‘ 148} INSIGHTS ON COMPUTER NETWORKS

b. Virtual Circuit Switching

A !nrtuaf-crrcurt network is a cross between circuit-

switched network -and a datagram network. A

preplanned route is established before any packets are

sent. Once the route is established, all the packets
between a pair of communication parties follow the
same path established during the connection. The route
is same through the network. Because the route is fixed
for the duration of the logical connection, it is somewhat
similar to a circuit in a circuit switching network so
referred as virtual circuit. It has some characteristics of
both. As in a circuit-switched network, there are setup,
data transfer and teardown phases. Resources can be
allocated during the setup phase. As in a datagram
network, data is packetized and each packet carries an
address in the header.

T Pl

| emem— 3

Figure 2,22: Virtual circuit establishment

An initial setup phase is used to set up a route between
the intermediate nodes for all the packets passed during
the session between the two end nodes. In each
intermediate node, an entry is registered in a table to
indicate the route for the connection that has been set
up. Thus, packets passed through this route can have
short headers containing only a virtual circuit identifier
(VCI). A VCl is a small number used by a frame between
two switches of nodes for data transfer between them.
Each switch can use its own set of VCIs.
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Figure 2.23: Data transfer using VCI thirough a switch
Types of Virtual Circuit
1. Permanent Virtual Circuit
2. Switched Virtual Circuit
Comparison Between Virtual Circuit and Datagram Approacj

Table 2.3: Comparison between virtual circuit and datagram approach

router failure |lost during the crash. through failure routes

are terminated.

Sate Routers do not hold state|Each  VCs  requir®

information |information about|router table space P¥
connection, connection.

Qua]_lty of | Difficult to maintain, Easy if enoug!

Service . : resources are allocate®

Eongestion Difficult to control Easy if enov?

control resources are allocat®

_ |46] INSIGHTS ON COMPUTER NETWORKS

Issue Datagram Approach Virtual-Circuit
Approach
Circuit Setup |Not needed Needed
Addressing  |Each packet contains a|Each packet contains
full  source and |virtual circuit number.
destination address,
Routing Each packet is routed|Route is chosen when,
independently VC is set up and al
- packets followit,
Effect of|None, except for a packet/All VCs that pas

2.3.5 Telecommunication Switching System

B

switching system consists of a
collection of switching elements arranged and controlled in such a
way as to set up a common path between any two distant points
electronic components. Figure below shows the classification of
the switching system.

Telecommunication

Switching Systems

1
l Manual Automatic

|
' | |

Electro-Mechanical Electronic (SPC)

I e

.Step-by-step . Crossbar Space Division || Time Division
Digital Analog
|
T I l
. | Space Switch | | Time Switch Combinational

Figure 2.24: Telecommunication switching system

The switching system in the early stages were manual and
were operated manually. The interconnection function was done by
jacks by operators. Due to -its limitation of operator dependence,
manual switching was quickly replaced by an automatic switching
system. -

Automatic switching systems can be classified as
electromechanical switching systems and electronic switching
systems.

The Electromechanical switching systems are a
combination of mechanical and electrical switching types. The
electrical circuits and the mechanical relays are deployed in them.
The Electromechanical switching systems are further classified
step- by-step and crossbar switching systems. The Step-by-step
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itching system is also called the Strowger switching 5Y 510,
. trowper. The control functions

‘ p H
after its inventor A B bl e . '
Strowger system arc pvrfunncd by circuits associated wip, o
;witch;np ¢,~;rmems in the system. The Crossbar switching 5YStep,
! stems which use relays and lay,

have hard-wired control subsy! | |
These subsystems have limited capability and it is Virtuy)
impossible to modify them to provide additional functionalitje.,

The Electronic Switching systems arc operated with 4,
help of a processor or a computer which control the switchy,,
timings. The instructions are programmed :.md stored o |
processor or computer that controls the operations, This meths,
of storing the programs on a processor or computer is called 1},
Stored Program Control (SPC) technology. The switching scheyy,
used by the electronic switching systems may be either $p,,
Diviston Switching or Time Division Switching. In space divisq,
switching, a dedicated path is established between the calling apg

the called subscribers for the entire duration of the call. In tig,

division switching, sampled values of speech signals ar,
transferred at fixed intervals.

The time division switching may be analog or digital, Iy
analog switching, the sampled voltage levels are transmitted as
they are. However, in binary switching, they are binary coded and
transmitted. If the coded values are transferred during the same
time interval from input to output, the technique is called Space
Switching. If the values are stored and transferred to the outputat
a time interval, the technique is called Time Switching. A time
division digital switch may also be designed by using @
combination of space and time switching techniques.

2.3.6 Multiplexing -

Multiplexing is a method where multiple message signa
from different devices are combined into one single signal and
transmitted over a shared medium. The multiplexing divides the
transmission capacity of the single high-level communicatic”
chaanel into several low-level logical channels, one fo
transmission of each message signal or data stream, To extract ¥

;M:imm *ignal on the receiver side a process called demultiplex™
s done,
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___-d"'-/ i

tAutin e, "
P {‘;.-_-y-,_,-_o_:,;,J'___

Sender 1 _
Fropeyme
Sender 2 B
Srared .lf.d.-r,“.'. Recerper 7
sender n
) betmrver

Figure 2.25: Multiplexing

There are different types of multiplexing:

1. Frequency Division Multiplexing (FDM)
FDM is an analog technology where many signals are
transmitted simultaneously. FDM divides the *:pe_':tr;.-m or
carrier bandwidth in logical channels and allocates one user
to each channel. Each user can use the channel frequency
independently and has exclusive access to it. All channels
are divided in such a way that they do not overlap with each
other, Channels are separated by guard bands. Guard band
is a frequency which is not used by either channel.

| 1 | . I l
e u—-f.;s
| Oun 2 L
j/ l 4 l l fr I Chamnnd 2
A M
Channel 3 3 3

Figure 2.26: Frequency Division Multipizxing.

Applications:
¢ Used in AM radio broadcasting (530 to 1700 KHz band)
¢ Used in FM radio broadcasting (88 to 108 MHz band)
* Used in TV broadcasting
® Used in Cellular communication
2. Time Division Multiplexing (TDM)

In Time Division Multiplexing, all the signals to be
transmitted are not transmitted simultaneously. Instead,
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seher levels of muitiplexing are used 10 generate fyn:
mgEnet o = = s —E-
lieweis of the T-carrier DIerarcay, such as DS3. Multipls ps.

sra Buzmdled togetier to form DSZ, and DSs are tied togee:

- . = T - ~
e DS3. Fimre below sDows 8¢ sandardized data raee, o

e T-carmer SysEim

Tabiee 24> TT Barrarciy

Rats (Mbps) Voice Channels |

Secvice  Lime -
TeT_¥ T- I SLe 2‘;
nez TS &332 06
oz T-3 ££735 672
s | T-L 274176 4032
zZ EifCaTerSsi=sm
= 7‘1};'. a2 Frre—=" mm———— S 7“:‘*-!: -—‘—.-: E'"'":'::S '-:'_'5
—errmesion of voice, 2=, =md video signels at the et
2543 Wenps. BT s primarily deploved in Ecvope and Asi= T-
ané £1 Bres zre comcepoually identical but thelr capa
onf mmber of voice chzonclc which they
AEEW-"" -
T2 3.4 S 7T ES O sr RS S I T NS uI I DA DS DSTIONT 31 |
: T
1]
TS W=
TR Sesmmaator TIE S npliey

Figmre 2 39 E] freme mtructure

£1 frame ooncists of 32 time slots, each time slot contains
bis 2nd zre pombered from 0 to 31. The E1 frame Tic?

[R5

Siors zre nominzted TSO to TS31 and they are allocated |

750; This £1 frame time slot is used for synchronizatio® |

Zarms 204 messages. It is reserved for framing purpos®

and zivernately transmits 3 fixed pattern.
T51-T515: These time slots are used for user data

T516:%3 signzling data is carried on TS16. This incu®®

tontrol, czll setup and teardown

: it
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used for

2.3.8 ISDN (Integrated Service Digital Network)

The traditional PSTN used an znalez connecton
comumunicating between the customer premises and the locz!
exchange, alse known as the local loop. The anzlog drouis cemse
the limitz=tions on the bandwidth In the loczl loop. So, ISDN was
developed with the intendon of creating z w=lly digits! network
ISDN technology allows digits! signals to be sent over existing
telephone lines. It can transfer many tvpes of network t=ffics like
voice, dzta, video, graphic, etc.

Traditional Telephone networks are used for only voics
communiczton ISDN is a cdrcuit switched telephone network
system which zlso provides access to = packesr switch network
designed to allow digitzl ransmission of wvoice and dat= over
ordinary telephone copper wires.

i 1 i
%’:QTJ‘ h'ﬂ:TJ
T u

-
or

TE1gdzwce S
(compager)

7 T . SO
=r | NT2 1' W74 ? s
TE! cevice T 1]

(SON 5
telemhone)

i . X ] p
TA NT2 NT1
&=t
TE20ese g s T u
{atandat

telenhene)
Figure 2.31: ISDN architecture
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ISDN Components .
TE1 - (Terminal Equipment) Device compatible with |SDN

network, connects to NT2
TE2 - Device not compatible with ISDN requires TA

- (Terminal Adapter) Converts signals so, “UH-IS[)N;

devices can use ISDN

NT1 - (Network Terminal) Connects 4-w1re ISDN to 2.y, |
E i

local loop

NT2 - Directs traffic to and from different subscnbe

devices and NT1
ISDN Swm:h Prqvides multlple ISDN interfaces op an
ISDN line

ISDN Reference Points ‘ _
R: References the connection between a non-ISpy |
compatible device Terminal Equipment type 2 (TE2) and |
Terminal Adapter (TAJ for example, an RS-232 serig

_interface.

S: References the points that connect into the customer

switching device Network Termination type 2 (NT2) and

enables calls between the various types of customer
premises equipment.

T: Electrically identical to the S interface, it references the 5

outbound connection from the NT2 to the ISDN network or IE

Network Termination type 1 (NT1).

U: References the connection between the NT1 and the |

ISDN network owned by the telephone company.

ISDN Channels

B-Channel (Bearer Channel): It is used for carrying datd
Ithas a 64 Kbps voice channel of 8 bits sampled at 8 KHz.

D-Channel (Bearer Channel): It is used for carrying |

signaling information to the circuit switch calls assocwlted
with B-Channel. D channel might be 16 Kbps or 64 Kbps.

]54[ INSIGHTS ON COMPUTER NETWORKS

ISDN Interface

a.

BRI: The ISDN Basic Rate Interface (BRI) service offers two
B channels and one D channel (2B+D). Each BRI B channel
operates at 64 kbps and is meant to carry user data. The
BRI D channel operates at 16 kbps and is meant to carry

" control and signaling information, although it can support

user data transmission under certain circumstances.
Synchronizing and framing bits (Overhead) at 48 Kbps.
Hence, total data rate is 192 Kbps

BRI [1T— g ;
28+D\ |
Figure 2.32: BRI and PRI

PRI: PRI stands for Primary Rate Interface. °

e Type-1 (23B+D): The bandwidth is divided into 24
64KB channels. The ISDN PRI services used 23 B channel
accesses and used the 24th D channel for signaling
purposes. Total data rate is 1.544 Mbps (T1- Hierarchy).

¢ Type-2 (30B+D): The bandwidth is divided into 32
64KB channels. The ISDN PRI services used 30 B
channel, One D channel and one synchronizing and
framing bits with data rates 64 Kbps each. Total data

rate is 2048 Kbps (E1- Hierarchy).
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The d
plays an
communication be

formation of frames,
data, and provides a well-defined

ata lin
important role
tween two a
transmission errors, regulates the floy, o

: _— |
31 Functions of Data Link Layer |
re some of the important functions of data Lip |

Below a
Layer: . .
. It provides a well-defined services interface to the networ |
layer. - )
It synchronizes frame for recognizing the start and end of |
frame 1

. It deals with transmission errors

. It regulates the flow of data. It provides a ﬂqw_control;'
" mechanism to avoid a fast transmitter from running a slow |

receiver.

e Italso has protocols to determine which of the devices has |

control over the link. :

e

Services provided by data link layer
Data link layer can be designed to provide efficient types of
services.

. Unacknowledged connectionless services

In this scheme, the destination machine does not send back|
any acknowledgement of the receiving frame. If the frame

lost, no attempt is made to recover it. It is suitable for ré? |
time traffic. .

3.2

o

Acknowledged connectionless services

It ;Cr:proves reliability since in spite of being-colmection]ess |
acknowledgement is sent from receiver to transmit if thei

I56] INSIGHTS ON COMPUTER NETWORKs

k ;?ayer is the second layer in t]?e Om.
in achieving reliable, efficigy,
djacent machines. It deals Wit |

interface to the network layer,

frame is not received Within s

S—" pecified time, It is suj
communication over unreligp) It is suitable for

e channels,
L Acknowledged connection-oriented services

The source and destination machines establish connectio

before transferring the data, A specific number is given tz
each frame being sent and 3 data link layer guarantgeles that
each transmitted frame is received. There are three phases
to be followed for data transfer- connection established
frame transfer and connection release, :

3.3 Framing

A frame is made by breaking down a stream of bits into
smaller, digestible chunks. The frame typically includes frame
synchronization features consisting of a sequence of bits or
symbols arrangement such that it indicates to the receiver the
beginning and end of the payload data within the stream of
symbols or bits it receives.

Header @%r.d%}l&ﬁpﬁ*ﬂ

Figure 3.1: Frame

Trailer

A frame has following parts:

Headers: It contains the source and the destination
addresses of the frame.

»  Payload Field: It contains the message to be delivered.

* Trailer: It contains the error detection and error correction
bits.
Framing Methods:

a. Character Count:

This- method uses a‘ field in the header -to specify the
number of characters in the frame. At destination, by seeing
the character count, it knows how many characters follow
" and where the end of the frame is. But the problem can
occur if the count is garbled in transit due to which the
receiver will not know where to pick up and the sender will
not know how much to resend. This method is rarely used.
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Nonpponod e e

A character'stream. (a) Without errors. (b) With one error,

Frame Frame 2 Bl bl
: 8 characters

Schamcters 5 chamdars. |

¥

Emor I

- I

MSHJS[SIEITIBIBMMEE ,-

Now a ' [

Frame 1 Frame 2 TR |

(Wrong) character |

|'

Figure 3.2: Character count
Flag Bytes with Byte Stuffing:

,Eg | Header I Payload field | Trailer I Flag |
Figure 3.3: Byte stuffing format !

In this method, frames begin and end with special bytes |
Flags are used as the start/end bytes which are often the|
same. During data transmission, if the receiver gets lost, it
just looks for the pair of flag bytes to denote the end of one
frame and the start of the next. .
A serious problem occurs with this method when flag byte’s?
bit pattern occurs in the data. This is solved by insertinga
special escape byte (ESC) just before each flag byte in th
data. This. technique is called byte stuffing or character
stuffing. : : :
The main drawback of this framing method is that we havt
to use 8 bits character and ASCII code. ’

B Original characters After stuffing
A FLAGI B —_ A [ES‘C
“ I Em“ 5 ]ESCI esc|| B
A

r—
A

R

FLagl[ B

ESCHFL‘G — | A [|esc||esc||Eesc||FLag .
RN EECCoR

Figure 3.4: Fiog byte stuffing method E
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3 Starting and Ending Flags with Bit Stuffing:
This new technique adds an arbitrary number of bits in data
frames and character codes with an arbitrary number of
bits per character. E.g; Each frame begins and ends with a
special bit pattern, 01111110 (in fact, a flag byte).
Whenever the sender's data link layer encounters five
consecutive 1s in the data, jt automatically stuffs a 0 bit into
the outgoing bit stream. This process is called Bit stuffing.
Example: original data 01001111110111110
Data stream after framing and bit stuffing;

0100111141011 1110
01111110 0100111110101111100 01114110

Stuffed bits
Figure 3.5: Bit stuffing

d. Physical Layer Coding Violations:

This method is only applicable to networks in which the
encoding on the physical medium contains some
redundancy. When data is a series of 0, it appears as the
open circuit and when data is a series of 1, it appears as a
short circuit. To avoid this, it is put in transit (when 0 the
signal voltage is -5 to +5 and when 1 the signal voltage is +5
to -5). The combinations of low-low and high-high which
are not used for data may be used for marking frame
boundaries.

34 Error Control |
Error control makes sure that all frames are eventually

delivered to the network layer at the destination in proper order.
Generally, feedback is sent by the receiving station to inform that
a frame has been successfully received or not. '

- Error control in the data link layer is based upon the
Principle of request for automatic retransmission (ARQ) of the
missing, lost or damaged frame.
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ARQ system has three types

numbered with some maxj
stop and Wait ARQ aximum value,

In this method

: | ledgement (AC d :
e frame, st , acknowledg K) and negative acknowle
‘In this method, thf-' sender fnd:c(e)::ir i t'hseops untij ;| (NACK) mustbe numbered, Ack carry the next fra(ringf: Eel?s
receives confirmation ﬁ'm:nt. e_r' " N sends y o] expected and NAK carry current damaged frame. In this
next frame. For retransmls:smn.'lt e_eps af:;’l?'}’ of the |, method, if one frame is lost or damaged, all frames sent
frame that was sent. The 1den.t1ﬁcanon 0 at_a frame ang from the last frame acknowledgement are retransmitted.
ACK frame is 0 and 1 rESPECUVEIY' The sendmg dEVice |3 HostA "HostB  Hosta HostB  Hosta Host B
5 : i I. | Data o,
equipped with a time | s ‘ | P, kxi":\_\’ 2o
Host A Hpstls, i Oatay Datag "
- P - e
B . 1 HAKZ Y " lost =
#CY\I" i Data 3 “":h'u3 . \D.\"
ACKO e i iy N
g P = ] b= =
! Damaged Data Frame Lost Data Frame Lost ACK Frame
Figure 3.6: Stop and wait normal ARQ : 4 . Figure 3.8: Go Back N ARQ
It handles three cases of error: |. & Selective Repeat ARQ
dax sinkin hor Hnth ~ T As in Go Back N ARQ, a station may send a series of frames
_ Datag h‘“":-i : Data | sequentially numbered with some maximum value. But in
\1‘""{" o % . this method, only the-specified damaged or lost frame is
/%f/" B vy m*-;:’f retransmitted. It is more efficient than Go back N ARQ
”\‘\_’ '\\. X"‘ , because it minimizes the amount of retransmission.
YL Akl ACK1 .
A WL W / | A selective repeat system differs from the Go back N
‘\\f:: ﬂ’ method in the following ways.
”l. B w ) = T . . -
g’-”’.;:/ e | ¢ The receiver must contain sorting logic to reorder
O, \{‘ frames
»——'J) por0 ® It must be able to store frames received after a NAK is
s l . / sent until the damaged frame is replaced.
S S g prap * Sender must contain a searching mechanism to find only
Figure 3.7: ARQ for damaged and lost data and lost ACK/NAK frame the requested frame for retransmission.
b.  GoBackN ARQ i * Buffer in the receiver must be large enough to kelep a::
: " ; ; i rame on hold until a
This form of error control is based on sliding window ﬂilﬁ prte vmus"? . re;f-'l:;gen itored
, iall retransmission ha .
control. A station may send a series of frames sequent’ :
: : | DATA LINK LAYER |61]
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pona . . Multiple bits error: Frame i . )

. * Frame is received wij

D i bits in corrupted state, Wwith more than one

atao .

: Sent

e SO ' Received

— | A0MEllopnT W — |
Data2 | BOR &+ H :

————————l pamaged or error '« . Bursterror: Frame contains more than

1 consecutive bi
are corrupted. tive bits

T —
Resent <~ pg sent ' ‘ Received
ataz cn el [x]of1f1]ofofa]1] Ao [1[i[T

———

F
i
;
Datas L
|~ Bl 't Error control mechanism may involve two possible ways:
l
|

e < e Error detection
e Error correction
1. . ErrorDetection
Time ; Tme

E For a given frame, an error-detecting code (check bits) is
Figure 3.9: Selective repeat ARQ ', calculated from data bits and it is appended to the data to
I send to a receiver. In the receiver side, the incoming frame
is separated into data bits and check bits and calculates
check bits from received data bits. Then the calculated
check bits are compared against received check bits and
error is detected. Different techniques can be applied for
error detection.

3.4.1 Error Detection and Corrections

Different types of errors like bit altering, packet loss, data
block missing, etc. can occur during the transmission of data ina
network. These errors occur due to the fault in hardware or some !
other network limitations. So, various methods should be applied
for detection and correction of these errors to establish a perfeni a.  Parity Checking:
communication. It is the simplest technique for detecting the error. A parity
' bit is added in the data bit. Then at the receiver side, the
' parity of data is compared with the parity bit for detection

Types of error

. Content error: It is the error in the content of a message

of error.
‘ Flow integrity error: When the message is delivered to the The sender while creating a frame counts the number of 1s
wrong destination, it is called flow integrity error. | in it. For example, if even parity is used and the number of
Error can be further classified depending upon the numbef 1s is even then one bit with value 0 is added. This way the
of bit error: number of 1s remains even. If the number of 1s is odd, to

*  Single bit error: if there is only one bit, anywhere though | make it even a bit with value 1 is added.

which is corrupted,

Sent 1
Received
il W FICIEYEAL ; E3E
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T
Parity bit i

i T ETA AT SE] o |
i I

T Te e [ A0 13] cmmmotery,, |

’

Received with eror [s]0ol0 [0 1] L [0 [ 1] Ew"m'd""’”i‘“ﬂldnwé

Figure 3.10: Parity checking |

If a single bit flips in transit, the receiver can detect jt byj
counting the number of 1s. But if double or even a nupy,|
of errors occurred then it will not change the parity so ery,
is unnoticed. So, parity checks cannot correct errors buit cy |

|

detect odd numbers of errors. |
Checksum: _;
Checksum is used by the higher-layer protocol for erry/

“detection. In this technique, all the bytes in-a message are/
added to generate a checksum which is then sent after all
the messages. Then, when the receiver receives the messag,
it separately calculates the checksum and compares it with|
the one sent by the sender and detects error if no match 3

oceurs.
¢ In a checksum error detection scheme, the data J’Sfl

divided into k segments each of m bits. ;

» In the sender’s end the segments are added using ll'sl'
complement arithmetic to get the sum. The sum 15{;

complemented to get the checksum. f
|
* The checksum segment is sent along with_ the 6@

segments, '

. ¥ l d!

* At the receiver's end, all received segments are add]eer
. b I3
using 1's complement arithmetic to get the sum |
sumis complemented, | |

¢ If the .result Is zero, the received data.is acce™|
otherwise discarded, ‘ ‘

Original Data

L300 1001 11000 sororamoris

1 7
k=4, m=8 )
1 10011001

1 10011001 - 2 11100010
2 11100010 @01111011
@o1111011 S 1

< 1 01111100
01111100 3 00100100

3 00100100 10100000
10100000 ¢ 10000100

/ 10000100 @?001001{}0
100100100 < 1
g 1 00100101

= 11011010

Sum: 00100101 Wl i ol
A Sum: 11111111

CheckSum: 11011010
Complement:00000000
|Conclusion: Accept Data]

Figure 3.11: Checksum

Cyclic Redundancy Check (CRC):
It is more powerful than Parity and checksum. It is based on
division. A sequence of redundant bits called CRC is

generated by dividing the data with some specific byte and
is appended at the end of data which is used at the receiver
side for error detection.

e Unlike the checksum scheme, which is based on addition,
CRC is based on binary division.

In CRC, a sequence of redundant bits, called cyclic
redundancy check bits, are appended to the end of the
data unit so that the resulting data unit becomes exactly
: divisible by a second, predetermined binary number.

At the destination, the incoming data unit is divided by
the same number. If at this step there is no remainder,

[

)

I —
43

.‘---._'__“
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2.

the data unit is assumed 10 BE FEEEEEARES the,,
it

accepted.
A remainder indicates that the data unit p,,
. damaged in transit and therefore must be rejecteq,

5 Receiver

Figure 3.12: CRC
CRC can be defined in three procedural ways:
e Module 2 arithmetic, '
* Polynomials, and

» Digital logic.

Error Correction

Error correction is the process of regeneration of actual dzZ
from a noisy or faulty data. However, over copper wire

retransmission is faster than error correction but in e
case of very noisy networks, without error-correction. -

will be hard to get anything through. Error-correcting cod#

are widely used on wireless links, which are very noisy o
error prone when compared to copper wire OF opti®

fibers. Hamming code is one of the techniques used ©
Error correction.

In the digital world, error correction can be done i7"

ways:

_ 186} INSIGHTS ON COMPUTER NETWORKS

Il[_‘l-. .

* Backward Error Correction:  Onee the error it

discovered, the recejyer requests the sender o
retransmit the entire dats unit, '

¢ Forward Error Correction: this case, the receiyver
uses the l:r!‘uru;rr(,(,u”;u corde which

automatically
corrects the errors,

To correct the error in the data frame, the receiver must
know exactly which bit in the frame is corrupted, To locate
the bit in error, redundant bits are used as parity bits for
error detection.

In error correction techniques, codes are generated at the
transmitter by adding a group of check bits. The source
generates the data in the form of a binary symbol. The
encoder accepts these bits and adds the check bits to them
to produce the code words which are transmitted towards
the receiver. The check bits are used by the decoder
detect and correct the errors. There are many different
error-correcting codes that we can use. These codes can be
classified as block codes and convolutional codes.
Sometimes they can even be classified as Linear code and
non-linear code according to their distinguishable
properties.

Hamming codes

Hamming codes are linear block codes, which is an error-
detection and error-correction technique, was propesed by
R.W. Hamming.

Consider a message having four data bits which is to be
transmitted as a 7-bit codeword by adding three error
control bits. This would be called a (7.4) code.

A general method for constructing error-correcting codes
by using a minimum distance of three.

Every integer m there is a (2= - 1) bit hamming code which
contains m parity check bits and 2= - 1 - m information bits.

The 7-bits Hamming code is as:

D7 Dé D5 P4 D3 Pz £
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Here, ’
p1 P2 P4 = Parity check bits

p3 b5 D6 D7 = Data bits or Information bits,
If we number the bit positions from 1to 2m— 1 . |
position 2%, where 0<k<m-1, art? the parity bits, a, Sy
bits in the remaining positions are m‘formation bits, Hep,
is the message sequence to be transmitted. .

|13

L
f

Calculating the Hamming Code |
The key to the Hamming Code is the use of extra parity,, f
to allow the identification of a single error. Code Worg i-’}
created as follows: |
1. Mark all bit positions that are powers of two a5 pariy
bits (positions 1,2,4,8,16, etc.). |
2. All other bit positions are for the data to be encyg,,|
(positions 3,5,6,7,9,10,11,12, etc.).
3. Each parity bit calculates the parity for some of the p,
in the code word. The position of the parity

determines the sequence of bits that it alternately checl;

and skips.
Position 1: Check 1 bit, Skip 1 bit, Check 1 bit, Skip 1 bit.lﬁ
etc. . '
(1,35,79,11,13,..) |
Position 2: Check 2 bits, Skip 2 bit, Check 2 bit, Skip 2 bit,
etc, |

(23,6,7,10,11) ;

Position 4 : Check 4 bit, Skip 4 bit, Check 4 bit, Skip 4 bit
etc. =

(456,7,12,13,14,15,20, 21, ) ‘

Position 8: Check 8 bit, Skip 8 bit, Check 8 bit, Skip 8 bl
etc. |

'(8-15,24-31, ..) i‘

. i
V:hile c}jecking the parity, if the total number of 1's are ﬂjd:!
then write the valye of parity bit P1(or P2 etc.) as 1 Lo |

s e
|

|68} INSIGHTS ON COMPUTER NETWORKS

e t'he error "“ there) and if it is eyen then the value of
parity bit is 0 (which meang n error).

petection of error.,

———

Example:
A seven hits Hamming code is received as 1110111,
Whatis the correct code?

e

solution: Received codeword:
7 D8 D5 pa P2 P

ENEREN LI DR EREN

Step 1: For checking parity bit P1, use check one and skip one
method, which means, starting from P1 and then skip P2,
take D3 then skip P4 then take D5, and then skip D6 and
take D7, this way we will have the following bits,

D7 D5 D3 P1 = 1111%number of 1 is even , so we write the
value of P1 as 0. This means no error.

‘Step 2: Check for P2 but while checking for P2, we will use check

two and skip two method, which will give us the following
data bits. But remember since we are checking for P2, so we
have to start our count from P2 (P1 should not be
considered). '

D7 D6 D3 P2 = 1111%number of 1 is even, so we write the
‘value of P2 as 0. This means no error.

Step 3: Check for P4 but while checking for P4, we will use check
four and skip four method, which will give us the following
data bits. But remember since we are checking for P4, so we
have started our count from P4(P1 & P2 should not be
-considered).

D7 D6 D5 P4= 1110 @number of 1 is odd , so we write the
value of P4 as 1. This means error exists.

pa | P2 | P1 |
Now, we write the error word (E) =
1 o] o]
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i.e. : o . .
The decimal equiva]entofE:s : . |
deword is incorrect. - l

Hence, the 4% bit in the co

i
L
|
|
I

P e (RN e Pt
Flow Control deals with the issue where t!]e sm
data at the higher rate than the receiver ca_n recc?we. Flow thtm‘ .-
can be done by using the buffer on the receiver side. But, the i
|

problem that occ

urs, in this case, is that the slower recejye, |
cannot cope with the faster sender which causes overflow anq I
of data.

Flow control tells the sender how much data should be sen
1o the receiver so that it is not lost. This mechanism makes g,
sender wait for an acknowledgment before sending the next dar,
There are two ways to control the flow of data:

1.  Stopand Wait Protocol |
It is the simplest flow control method. In this method, the

sender will send one frame at a time to the receiver. Thep,
the sender will stop and wait for the acknowledgment fron
the receiver. When the sender gets the acknowledgment
then it will send the next data packet to the receiver and
wait for the acknowledgment again and this process wil
continue as long as the sender has data to send.

Host B

Host A

ffgure 3.13: Stop and wait flow control

o1

1701 INSIGHTS o COMPUTER NETWORKS

2. Sliding Window Protgcg]

In sliding window protocol, the sende

frames before needing an acknowled l”r:?n lra_ns‘mit s.everal
o6 15 i Ay hexgnt bl thfi L‘i'l'l’. Sliding window
side. A and_OW is a buffer where frar:;:::: 2?d rgc‘-‘.i"’er
frame in a window is numbered. |f the window s;i:er?s ‘ E}?Ch
the frames are numbered from the number O‘t ntle:
sender can send n frames at a time, Frames Oml;- .b
acknowledged at any time. To keep track, it introdyucez
identification numbers for each frame based, on the size of
the window. When the receiver sends an ACK, it introduces
the number of next frames it expects the receiver.

Window of size 7

617 ﬂ[i!:is 4l5 |eae
]l -

This moves to the right
when an ACK is received

This moves to the right
When frame is sent

a. Sender side

This moves to the right This moves to the right
When frame is received when an ACK is sent

b. Receiver side

Figure 3.14: Sliding window
The sender and receiver deal with the possible range of
sequence number. The range which is the concern of the

sender is called the send sliding window; the range which is
the concern of the receiver is called receive sliding window.

Example of sliding window protocol is shown below:
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ion Cﬂmbines the

ji. Configuration

™ E:nbs?slgsn;:d anﬁgUfaﬁﬂn: Unbalanceqd configuration
a primary station ang :
stations. One or more secondary

®

OOBHOG0H0NBEnE0g
= 2 g
Figure 3.16: Unbalanced configuration

b. Balanced Configuration: Balanced confi '
. : : : guration
I0NEONERRONROAGEGY i consists of two or more combined stations. Each station

has equal and complimentary responsibility compared
to each other.

Figure 3.15: Sliding window example

——-. - o commands/Responses
- 3.6 Examples of Data Link Protocol, HDLC, PPP ;- : Figure 3.17: Balanced configuration
3 3.6.1 HDLC (High-Level Data Link Control) , ¢. Symmetric Configuration: A symmetric configuration is

one in which a physical station on a link consists of two

HDLC is a bit-oriented protocol, the frame and packet ar| logical stations; one primary and the other a secon dary.

interpreted as a series of bits. It specifies a packetization standard'

for serial links. It can provide both connection oriented and? P —

connectionless services. It . is used for wide area networt % ' L

synchronous serial connections over leased lines. e L::J
Basic characteristics: HDLC defines three typesd::} \ c% m)

stations; three link configurations and three data-transfer mod¢| - =) . :

of operations. | _ S o st

; . i £ hysical station
i i . 5 One physical statio Onep
L Statlons ation

- SR, : 9
a. Primary Station: Primary station is the station thatP

ink! Figure 3.18: Symmetric configuration
the responsibility of controlling the operation of thelir .;

.l Operational Mode i
Frame issued by the primary station is called comman® | " ionshi i
b. Secondary Station-pSec ?; rv station. operates und?’} A mode in HDLC is the relationship DEyaes) tw:. demlt:z
i o p;ima ;ns ;?; s aFonmePissue d by involved in an exchange mode which describes w
ions. Fra i— '
___ secondaryare called responses, /[ DATA LINK LAVER |73|
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controls the
operation . S ,
Normal Response Mode (NRM): This mode s only
with and unbalanced configuration. he primary My
initiate data transfer to a secondary, but a secong,,,
may only transmit data in response to a commang frop,

a.

the primary.

b. Asynchronous Balanced Mode (ABM): This mog, s
used with a Balanced configuration. In ABM, all Statio,
are equal and therefore combined stations connect in
point to point. There is no need for permission on
part of any station in this mode.

c. Asynchronous Response Mode (ARM): This mode jg
used with an unbalanced configuration. The secondary
may initiate transmission without explicit permission of
the primary. The primary still retains responsibility for

- the line, including initialization, error recovery ang
logical disconnection. :

HDLC Frame

To provide the flexibility necessary to support all the
options possible in the modes and configurations. HDLC
defines three types of frames: '

~ a. Information frames (I frames): Used for data transfer
and control information

8 8 Bori16 >=0
Flag Address User Information | FCS

160r32 8
Flag ]

b. Supervisory frames (S frames): Used for contrd

information.
[ ra ] e

Contral

| frame

Address | control |

S-frame

¢ Un-numbered frame (y frames): Used for syst®’
management. '

ey

—_——
.|74| INSIGHTS ON COMPUTER NETWORKS

link. HDLC offers three different moge, “f:

ag  [Address  [comral TR [
" I ontrol Mamgc-me.nl FCSL-‘ Fl g
| Information *

U-trame

Figure 3.19: HpLc Jrame structyre

HDLC frame consists of following fields:

Flag field: Flag field contains synchronization pattern
01111110 that identifies both the beginning and the end of
a frame,

Address: It contains the address of the secondary stations,

[f primary creates the frame to
If secondary creates the frame from

Information field: it contains the user's data from the
network layer or management information.

FCS field: The frame check sequence (FCS) is basically the

HDLC error detection field. It can contain either azor4

byte.

Control field: The control field is a 1- or 2-byte segment of
the frame used for flow and error control. It contains

different data for.each of the different types of frames i.e. |
frames, S frames and U frames.

Flag | Address Control Information FCs Flag

kinformation | 0 | w(5)

P/F I N[R)

ssponiory |1 Jo [s[s[en [wm |

U-Unnumbered _ Ll |1 |M|M|P,"F Imimlm ]

Figure 3.20: Control field of HDLC frame
Where,

N(S) defines sequence number;

\-‘h—h—__._
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oll and Final;
:{f{]ﬁ;l:nes Acknowledgement number;
SS having 2 bits. So,
00 = (RR) receiver is ready
01 = (Rej) receiver rejected
1 0 = (RNR) Receiver not ready
11 = Selective repeat frame

3.6.2 PPP (Point to Point Protocol)

This protocol is used. for the point-to-point Connectig,
between terminals within the internet. It is often used to Conneg
home users to the internet. Although HDLC is a general Protogg
that can be used in the case of both point-to-point and multipoip
configurations, one of the most basic protocols for point-to-pojy
access is the Point-to-Point Pratocol (PPP). '

. PPP provides three features:

. An Unambiguous framing mechanism.

» ALink Control Protocol (LCP) for bringing lines up, testing
them, negotiating options and bringing them down.

One or more Network Control Protocols (NCPs): Ip
negotiating IP numbers for each end. f

PPP Frame:
Bytes 1 b 1 lor2 Variable lor2 1
Flag Address Control Protocol Payload Checksum flag |
OIIN0 | 1111111 | 0eonoo11 01111110 |

Figure 2.21: PPP frame

The frame format of ppp resembles HDLC frame. PPP is @
character-oriented protocol, Its various fields are:

'*  Flag field: All PPP Frames begin & end with the standard
HDLC Flag byte 01111110,

. Address field: This
Address field which js
Control field: This fi
HDLC. This field sett

address is the broadcast addres:
setto the binary value 11111111

o default valye 00000011
176] INSIGHTS ON COMPUTER NETWORKS

e

' pmtoco] information has been

eld uses the format of the U-frame i" |

3 Protocol field: This fie1q ;- +.
the Payload fielq,

: . Paifl“ad field: 1t Carries yser data or ot
variable length payloaq. 1 the length is

LCP during line set yp, , default {op,
used.

her information, Itis
ot negotiateq usin
gth of 1500 bytes is
5 Checksum field: It is yseq for error detection |

pPP Link Establishment:

PPP first uses LCP tg establish and tegt
on a configuration. The LCP may reqyjre Authentication from its
peer at the other end. PPP then yge NCP packets to select and
configure the network layer Protocols being yseq, Once the

established communicatig
. : , n can
begin and PPP can begin transferring packets between the two

a link, ang to agree

ends.

Star] e, = Carrier detection failed

: Carrier .
Carrier detected { Esiablish -
dropped- Y
e Options agreed '
by both sides '
; Authentication failed [ :
#f Tcrmm ) —{  Authenticate ' !
Authentication ‘
successful !
Done [ Network r---'

\“

Data Transfer State Network-layer

( configuration
. Opn

Figure 3.22: PPP link establishment

|

3:9:.&‘;'5535131 Line in Protocol)

SLIP is a very simple protocol that is used solely for
'3“'33psu]ating and framing IP packets that are being transmitted
OVer a serjg| line for example, via modem. It uses point-point
Protocol ang is used widely by users wishing to connect to the
Nternet from home: through an Internet Access Provider).
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vions can sometimes be quite noisy, SLIP has largely beey, |
connectio ; '

| replaced b)' pPP.

3.7 Medium Access Sub Layer _ - -
Network links can be divided into two categories: pojpt ks

point connection and broadcast channel. Medium Access Sup Laye, |

deals with- broadcast networks and their protocols. Ip any
broadcast network, the key issue is how to determine who gets to

use the channel when there is competition for it. So, a controlling
unit should be defined which permits only one request to acceg, |
the single channel, this is done by sub layer of the data link layer |

called the MAC (Medium Access Control) sub-layer.

Network layer
LC ‘ LLC | Packet
MAC :
i | MAC [ LLC -] Packet | Mac |
Physical layer
i L Physical layer

Figure 3.23: Medium access sublayer

Data Link layer functionality is split into two sub-layers:
ogical Link control) and MAC (Media Access Control). LLC is
responsible for error and flow control. LLC also interacts with the

network layer. MAC is responsible for framing, MAC addressing
multiple access control,

If two transmitte
may interfere qor coll

SE—

TS transmit at the same’ time, thei'r signal

ide, a method s need e the |
broadcast Jink among el

th

Bl € various transmitters and avoid such §
collision. The channel q), "How: 1 allhcite 2 1

ocation problem is

users". There are 2
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|assiﬁcd as: Static Channel Alloc
;noﬁ“i““

static Channel Allocatign, The chy
essentially divided into fixed Portiong;
allocated a portion for ) time,
Example: FDM and Tpy (Freque
Multiplexing). FDM is useq i, Radio
whereas TDM is POTS (P1
channel allocation techp
cannot cope with the dyn

ati

On anq Dynamic Channel
: Nnel's Capacity g
each user ig then

ey /Time Division

. or Ty broadmsting
ain Old Telephope System). These

lques waste bandwidth ag they
amIC environment. |

A Dynamic Channel Allocation: With a dynamic approach
the allocation of the channe] bageq on the traffic generated
by the users. It tries to get better utilization of the channel
when traffic is unpredictable,
Example: Pure/Slotted ALOHA Protoco] or

Carrier Sense
Multiple Access (CSMA) Protocols, etc,

3.9 Multiple Access Protocol

Multiple access protocol is used to control/coordinate access
to the link or link in a shared connection. Nodes can regulate their
transmission within the shared broadcast channel by using
Multiple Access Protocol. All the nodes can transmit a frame at the

Same time. This may arise to the collision, so to overcome this
Multiple Access protocol is implemented.

Multiple-Access Protocols

Random Access Protocols Controlled iu:cess Protocols Channelization Protocols
[“ ALOHA : Reservation — FDMA
—osma F Polling E TOMA
—-CSMA/cD ~- Token Passing * CDMA
- GMay/ca ‘

Figure 3.24: Types of multiple access protocol
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4,9.1 Random Acccss_l’mtqypl_

I this method, no station is superior to another statigy, g

none

~ Any station can send data depending on the medium’s state (el
or busy), It has two features; no fixed time for sending dat,
(Random Access) and no fixed sequence of stations sending dyy,

(Contentlon Method)
The random access protocols are further subdivided ag:

1. ALOHA: It is the carliest random access method, developeg
in the carly 1970s. It was designed for radio LAN but iy 4y,
applicable for shared medium. In this method, multiple
statfons can transmit data at the same time and ean hence
lead to colllsfon and data being garbled.

a, Puare ALOHA:

It Is an original ALOHA protocol, where the stations
transmit frames whenever they have data to send, When
two or more stations transmit simultaneously, there s
colllsfon and the frames are destroyed. Whenever any
station  transmits  a  frame, ft expects  the
acknowledgement from the recelver, If
acknowledgement Is not received within specified time,
the station  assumes  that the frame (or
-'lcknnw!edgcmcnl) has been destroyed. If the frame is
destroyed because of a collision the station waits for a
random amount of time and sends jt again, This waiting
time must be random otherwise the same frames will
collide again and again. Therefore, Pure ALOHA dictates
that when the time-out period passes, each station must
wait for a random amount of time before re-sending its
frame. This randomness will help avoid more collisions.

_180| INSIGHTS OoN COMPUTER NETWORKs

is assigned the control over another. Each station hag the
right uI: the u;mlium without being controlled by any other 1, o,

——

] -| brame 1.1 '
statlon - |1J o """““*'"--______‘___m_h*

"h“"""“'"--—.,____‘

st [_]
T ——
roadcastchanndd m
“Collision duratior

Figure 2.25; Overview of pure ALOHA

In figure, there are four stations that contend with one
another for access to shared channels. All these stations
are transmitting frames. Some of these frames collide
because multiple frames are in contention for the shared
channel. Only one frame, frame 1.1 survive and all other
frames are destroyed.

Whenever two frames try to occupy the channel at the
same time, there will be a collision and both will be
damaged. If the first bit of a new frame overlaps with
just the last bit of a frame almost finished, both frames
will be totally destroyed and both will have to be
retransmitted.

b. Slotted ALOHA

Slotted ALOHA was invented to improve the efficiency of

‘ pure ALOHA as chances of collision in pure ALOHA are
very high. In this method, the time of the shared channel
is divided into discrete intervals called slots. The
Stations can send a frame only at the beginning of the
slot ang only oné frame is sent in each slot. -

Scanned with CamScanner



' =‘ !
= E@\ s i
o T b i | | - PureAlons ]
i ! | T ——_}1 _ Slot SEa
i : Th R P !
: ! o - fnullmum:']'hl, LOHA |
| - [Taer7] : FOUBRPUL occurs gplyp o Maimum]
ﬁwg T _G_=_5_’.’_i'fhir:h is 184% |¢ 1 1ghput occurs gyl
i " __{u=1 whij o |
'; 2. CSMA (Carrier Sense Multiple A“:---LE‘JE_?E—B % |
6 % TR 4 i 55
m:D __Tr_‘_.u-- é . ALOHA and slotted ALOHA can easil [J, ;
. ; E unfortunately, they can only be al;; {-j" ¢ implemented, pyy
£ 1 SE ol
: e very lightly loaded. Designing 2 net‘:‘" r:('t"'ﬂ.n_g that are
st'on : e utilization is possible, but it clearly inc OrK for a very low
[ ‘ 1ICT2ases the cocr
wesderechanet N # network. To overcome the problems :'n;s:}-L,. Elosmfthe
--..___,h_‘w_imdm// Medium Access Contro] mechanisms haye g;‘.n?“m qu
which improve channel utilizati s T
. ‘ tion. Carrier Sense Mytrinta
Figure 2.26: Slotted ALOHA _ Access (CSMA) is a significant improvement ;.',“";;jp...
If any station is not able to place the frame onto the channs ALOHA. ST
at the beginning of the slot i.e, it misses the time slot the: CSMA operates on the principle of carrier sensing bofar
the station has to wait until the beginning of the next tir: transmitting. Station listens to see the pr;:-céui
slot. There is still a possibility of collision if two stations iy transmission on the cable and decides to act actcm.,:‘;‘_‘
to send at the beginning of the same time slot as showni: Can:ier Sense Multiple Access ensures fewer collisions as .‘h
fig. Ztatmn Is required to first sense the medium (for idle or
usy) befo itti PRESTIN iy i
Comparison Between Pure ALOHA and Slotted ALOHA ¥} betors transmitting data. If it is idle then it sends daza,
st . otherwise it waits till the channel becomes idle. However,
: Comparison between pure ALOHA and slotted ALOHA there is still a chance of collision in CSMA due to propagation
Key Pure ALOHA Slotted ALOHA delay. For example, if station A wants to send dara, it will firsy
S e . - - sense the medium. If it finds the channel idle, it will start
ncaliion: - ki £ n 'transrmt Station can tran 5 sending data. However, by the time the first bit of daa is
; rames whenever|data only at transmitted (del vion delav) from stac
r " R . : o 5 L= 1O a0
i it has data to send. beginning of any tim ) ’ ed (delayed due to propagation delay) from ...1 ion
- iv ' A, if station B requests to send data and senses the medium &
Time In Pure Aloha time | et will also find it idle and will also send data. This will result in
j Cuntinuouso a, time is :jn Slotted Aloha, U/ collision of data from station A and B.
r v 1 3
Time o - screte 4—--";/ . CSMA Access Modes:

: € time is not/The time is glo% : "3 o apatian
isynchronization globally synchronized hronized P Rtk a a-wnda e M0 RIS
t"—"—-——---__ A 3 PR e Al
o = _b_i_____ . |sync ronEe_____/:_: that has a frame to send senses the line [fthe line i :d:c.
Transmission succ:sslflt!y of| Probability of sufff’t;,,: : it sends the data immediately, otherwise it checks the

- transmission © { medium after a random amount of time and transmis
transmission of gatq K G x et when found idl
packet = en found idle.
o Packel = (§ x p-2¢ 3
Ty
L — “""‘-—..__ ey I
82 : K LAYER |83
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sense & transmit

sense sense

[ Wi —
<

o wait

wrandom timeiy " o ;
4 —>
— idte channel :

Busy channel
Fi igu.re 3.27: Non-persistent method
b. 1-§ersistent: The node senses the_ channel, if idle j
sends the data, otherwise it continuously keeps op
checking the medium for being idle and transmits |
unconditionally (with 1 probability) as soon as the

channel gets idle.

sense & transmit

i

Busy channel

» Time

-

idle channel

Figure 3.28: 1-persistent method : !

c. P-persistent: The node senses the medium, if idle if
sends the data with p probability. If the data is nof
transmitted ((1-p) probability) then it waits for somé
time and checks the medium again, now if it is found idle |
then it sends with p probability. This repeat continué ¢
until the frame is sent.

S:ldtf Sendif Send il
) <p R<p. R<p.
Comemzonily seme Wik vime shor J Wit 2 backalT | Wa g pime skt

[HH”H ptlovee . me | odberwise
Bew ey g T

Figure 3.29: P-persistent

3. m,‘m (Carri s L
Detection) er Sense Multiple Access with Collisi®"

CSMA/CD s a ywig
1EEE 802.3. In this

>

“ly used Mac protocol standardizt’d h::‘
Method, a station monitors the medi™”
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=
t—re—

R

after ltf ?iE"dS a frame to gee jf the transmiss;

Eiccesstul If_s‘o, the transmission js finished, |f, hﬂn .y

there is a collision, the following steps are don- » however,
e

o Abort transmission.

+ Transmit a jam signal to notify other stations of collisio
so that they will discard the transmitted frame "

‘e After sending the jam signal, back off random amount of
time then,

« If again the collision takes place the back off time s
increased progressively.

«— —r
}_ |
2] L]
| PIIEZZI I 7T 77 I 7777777777771 .
r T 1
[ ] T
- collision
| 2222 ’
I 1
-~ — — —>
E27Z77; =
—=

Lo

e~

Figure 3.30: CSMA/CD

CSMA/CA (Carrier Sense Multiple Access with Collision
Avoidance)

(SMA/CA is a network multiple acces o0id
carrier sensing is used, but nodes attempt to avo

i d
collisions by transmitting only when the chanr‘lel is S:{:li;g
to be idle. Prior to transmitting, 2 node first listens

s method in which

DATA LINK LAYER 851
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: ; ther node is transmit;
~edium to determine whether another ose Mitting | 9.2 Controlled Access Methoq
B de is transmitting, it waits for a perig #3',-_,,#—-—*—“——' ————x thod _
or not. If another no e efare i d In controlled access, the sgaps
de to stop transmitting before listenj, : =55 the stations copgyj e
of time for the node 0 == < kil g which station has the right to senq, One another to fing
again for a free communications chi€ o 1 Reservation: A station neeqs to mak
. 1 3 . . < : @ .
CSMA/CD is not suitable for wireless € 1o varigy, sending data. Time is divided jnt, interv;ll lFlesemtmn o
reasons: : reservation frame proceeds the dats ﬁamesss:e:t?a:]l: interval, 5
ist p . : in thati
-+ Itis difficult to detect cplhision 2 Polling: Polling works with topologies in which Abnterva)
v s : : | Wark ¥ :
. Control of radio environmentis d|fﬁcu]t is designated as a primary station and the other ;;i i
: - . condary stations, ices are
. Hidden station problem, - f}frough rj;:he i A“d da‘ta exchanges must be made
; ev
Collisions are avoided through the use of CSMA/CA'’s thre tastination isa seconrzary d;‘?c e";‘in when the ultimate
e the i ace, the contention window ) e. The method uses
strategies: the interframe space ang clect functions to prevent collistons poll and
acknowledgment. : i e
; ; : Token Passing: In token-passin h L
- i its for the med 3. D ng method, the stations in
« Interframe space Statlc.m Wla ts ! lu'“’: o f ~network are organized in a logical ring. A special packeat
become idle and if found idle it does not 1m'medlately i called a token circulates through the ring. The possession of
send data (to avoid collision due to propagation delay) | iz token gives the station the Fight to actess the hamd
rather it waits for a period of time called Interframe | anc} send 1ts data. When a station has some data to send, it
space or IFS. After this time, it again checks the medium § waits until it receives the token from its predecessor. It
for being idle. The IFS duration depends on the priority seizes the token and sends its data.
" of the station. . :
« Contention Window - It is the amount of time divided -
into slots. If the sender is ready to send data, it chooses?
random number of slots as wait time which doubles §
every time the medium is not found idle. If the medium
is found busy it does not restart the entire process :
rather it restarts the timer when the channel is foun

idle again.
« Acknowledgement - The sender re-transmits the d2%
if acknowledgement is not received before time-out.

Figure 3.32: Token Passing

%"VIEEE Standard

Institute of Electrical and Elec
erican professional organization that
"etWOrking and other areas.

e — DATA LINK LAYER 87

Size-
‘::d binary exponential
Contirucusty verss i

-,
ﬂan.;wm, - e
Time

oy Cortentionwindow ~ cand frame  Time-out

tronics Engineers is an
defines standards related

Figure 3.31: Timing in CSMA/CA
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P
\EEE B02.2
Logical Link Control (LLC)

IEEE 802.11|_

E B02.4 | IEEE B0Z.5
JEEE 802.3 | IEE Wireless

¢ amiet Token Token
Sense Ring

"0S! Layg,

R L (Data Link)

Mac
4

PHY - O8I
: (Ph 'Ysﬁ}l

. 10Mbps as the Standar f;

Figure 3.33: IEEE 802.X

|EEE 802.1 standards for network management g the

higher level. ;

JEEE 802.2 defines the operation of the LLC sublayer, L
provides an interface between media access methods ang
the network layer. The functions provided by the Lig
which include framing, addressing and error control,
IEEE 802.3 describes the physical layer and the My

sublayer for baseband networks that uses a bus topolog
and CSMA/CD as their scheme for accessing the network.

IEEE 802.4 describes the physical layer and the MA
sublayer for baseband or broadband networks that uses:
bus topology, token passing to access the network.

IEEE 802.5 describes the physical layer and the MAl
sublayer for networks that use a ring topology and toker
passing to access the network.

Ethernet (IEEE 802.3)

The Ethernet LAN was developed in the 1970s by xer®
corporation to operate with a data rate of 3Mbps using?
CSMA/CD protocol. Ethernet is the most widely used for
local area network (LAN) technology. Ethernet is ““}j
layer protocol in the TCP/IP stack, describing 1

‘networked devices should format data for Efﬁde“"_

transmission between other network devices on the saﬂlf

network segment, and how to put that data out 0P té
network connection,

Ethernet has gone through four generations; Stal.ldal;ﬁ:-
Ethernet (10Mbps), Fast Ethernet (100 Mbps) GE" |

Ethernet (1 Gbps) and 10 Gigabit Ethernet (10Gbps)

i&s| INSIGHTS ON COMPUTER NFTwnbwe

Standard Ethernet

The original Ethernet technology with the 4 ta
ata rate of

thernet,
7 1 3
6
2
Preamble | SFD | Destination Somee 8 4 Eiter
Address k:':;’ri ilmﬂh | Déta ang rﬁ_‘;—‘_‘h‘]

iPaddng | |

——

Figure 3.34: 1EEE 302.3 header Sfarmat

o Preamble (Pre): 7 Bytes pjt
for synchronization

pattern 1010101¢._, used

e Start-of-frame delimiter (SFD

): 10101011 ind;
Start of Frame indicates

e DA: 6 bytes field that contains the physical address of
the destination station.

 SA:ltisalso 6 bytes that contains the physical address of
the source station,

® Length: [t defines the upper-layer protocol whose
packet is encapsulated in the frame,

-

¢ Data: It carries data encapsulated from the upper layer
protocols.

® CRC: It contains error detection information.

IEEE 802.4/ Token Bus

Token Bus is a network architecture defined in the IEEE

802.4 specification. Token Bus is a Token Bus is a physical

bus that operates as a logical ring using tokens.

Operation:

* Access to the network is determined by the token, a
special frame that is passed from node to node in a well-
"defined sequence.

* To regulate the sequence in which the token is PaS_SEd.
the node involved in the token passing form a logical
ring,

* Each node passes the token to the node with the next
lower ring address.

b "\_____

DATA LINK LAYER [89]
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To complete the ring, the node with the lowest adgp,
passes to the node with highest.

%0
——y e -,
TTREI i, g ; :
H 1
1
i
—— s ot I
AR T e oy, SR N 1
P Y B H
I

1
i :
! L LT T T
| (T s | ~Tomsmission riediuen )
L
Gauae g 2 ............ :
70 20
a. Dus and ring ’
2) === 45 === 70 <-=== 00 <==== 112
! ¢
H 1
! 2 PN
b. Descending ordering | : ;

Figure 3.35: Token bus

Frame Format:
1byte 1byte 1byte 2-6byte 2-6byte 0-8182 4byte  lbyte

[Preambie | s0 | Pc | DA [ sa | Data | Fes [ e |

Figure 3.36: IEEE 802.4 Header Format

e Preamble: clock synchronization
e Start Delimiter (SD): marks the beginning of frame.

« Frame Control: used to claim token, Token lost, station ;
with token dead, etc.

e Destination Address [DA]: It specifies destinatio
address.

e Source Address (SA): It specifies bytes source address
* FCS: to detect transmission errors.
* End Delimiter (ED): marks the end of frame.

IEEE 802.5 (Token Ring)

—

e

IEEE 802.5 uses a token ring technique where a small fra.mi =
called token is passed around the network. The node whlce y
passes the token can transmit data, If a node receiving |

d
token has no information to send, it passes the token ©°"

next end station. Each station can hold the token -Or. 3

maximum period of time.,

- 190] INSIGHTS ON COMPI e Merer i

Figur_e 3.37: Token ring
Header Format:

1 1 6
A T 6 20 4 1 1

End | F
Fcs - rame
Delimiter | Status |

T, %
\ Tahen//-"//’/
Start Access End
Delimiter | Control | Delimiter

Figure 3.38: IEEE 802.5 header format

e Start delimiter: Alerts each station of the arrival of a

token (or data/command frame).

* Access-control byte: Contains the Priority ﬁel& (the

most significant 3 bits) and the Reservation field (the
least significant 3 bits),

* End delimiter: Signals the end of the token or

data/command frame.

-* Destination and source addresses: Consists of two 6- '

byte address fields that identify the destination and
Source station addresses.

* Data: Indicates that the length of field is limited by the

ring token holding time, which defines the maximum
time a station can hold the token.

* Frame-check sequence (FCS): For error detection.
* Frame Status: s a 1-byte field terminating a command/

data frame. The Frame Status field includes the address

recognized indicator and frame-copied indicator.

DATA LINK LAYER |91]
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i LAY
02.11 / Wireless ;
:.;EEI? is the collection of standards set up fop- ! Header Format:

king. 802 11 lives in the physical layer A d‘ZireIEE:!
net\:"orinlnie 0SI. There are three popular ¢ : a]j'j‘!?
gg;ua 802.11b, 802.11g and the latest one j 8 Iy
Eac}.-x st;;ridard uses a frequency to connect to the “Eh.y lr.i

Dl

Bits | 2 2 T

imit for data transfer g ) , "
and has a defined upper li Peeqs, [\I‘m' Type I&bw[m

L I

y

T"’“’*W Frama eontred

The standard defines two types of services:
Figure 3.41: IEEE 803,17 header formay

1. Basic Service Set (BSS)

"« IEEE 802.11 defines the BSS as the building bloc "+ Frame Control: Contains following
a wireless LAN ) . e Version: Protocol version Type: data, cont I
« A BSSis made of stationary or mobile stationg ang : Subtype: RTS or 6rs p » control or mgmt.

i : base station, AP, .
optional centra _ e To/From DS: Going to. or Coming from inter cell

b " distribution (eg. ethernet)

Q, ' " * MEF: Moré fragments to follow Retry: Retransmission of
earlier frame )

‘ / \\_& | ] e Pwr: Used by base station to sleep or wake receiver

. S ® More: Sender has more frames for receiver W: WEP

: 4 Encryption

. R i ~ e 0:Sequence of frames must be processed in order

(a) Ad-hoc BSS (b) Infrastructure BSS * Duration: time to occupy channel, used by other

Figure 3.39: BSS stations to manage NAV (Network Allocation Vector)

* Addresses: Address of sender and receiver.

2. Extended Service Set (ESS)

In ESS, the BSSs are connected through a distribi¥y E.  FDDI

system, which is a wired or wireless network. T FDDI (Fiber Distribution Data Interface) is similar to Token

distributed system connects the Aps in the BSS. ~ring as it shares several characteristics including token
Passing -and a ring architecture. FDDI uses a dual-ring_
connection architecture. Traffic on each ring in the interface
flows in opposite directions (called counter-rotating). The
dual ring has a primary and a secondary ring. The primary
ring is used for data transmissions during normal operation
while the secondary ring remains idle. The secondary ring is
only used when the primary ring fails or to send s?me
Special information. The primary purpose of the dual rings
is to make the network reliable and robust.

: Figure 3.4¢: g5 e NK LAYER ]93]
: : ATA LI
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ways to connect deviees to thy Ty

of devices that can he runnmc:\
tion (SAS) like PCs, dual Wachny,,,
rs, and a concentratoy,

FDDI provides multiple
EDDI defines thyee types
single attachment st
station {

PAS) like routers, serve

A VLAN is a logical grouping of network users and resources
connected to administratively defined ports on a switch. It can b
considered as a local area network configured by software not by
physical wiring. VLAN gives the ability to create smaller broadcas
domains within a layer 2 switched internetwork by assignin
different ports on the switch to different subnetworks.

F‘ TRUNK &
Figure 3.43: VLAN
Grouping devices with 2
regardiess of their physical locatj
Retwork design. A VLAN

w. but it allows for end
easily even if they are not o

z anls
common set of requireme®
B
il

1]

on by VLAN can greatly simp™
has the same attributes as a physi<”

n the same network switch.

R NETWORKS

E}Mnsoumwun

stations to be grouped together mot

10 & b L S T |

inistrator decides how many VLANS there
adn Sters will be on which VIAN, and why i
“.‘(l. VLAN assigns computers to |, |

Netwaork, the Network
will b, which
" the VLANS will be
AN SCRMents by using
0 ways: Single-switch \.'i.:\N;

software
le switch VLANs, con

wnd Muiti-swilch VLANS. In Sing
an

Y . . i puters are
.,5-:&:““] to. VLANs (USING - special - software but  physical)
connected together using a larger physical switey, Co:t:pxit;:rlca;

; qssigned to VLANSs in different ways and the
e A8 i

. according to their VLAN switch port

y are:

o according to their data link layer address
« according to their IP address

« on the basis of the application that the computer uses

L Tast
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g ST

T NETWORKLAYER -

.INthOrR layer is responsible for the source to destinatien
delivery of a packet, possibly across multiple networks Uiﬂks),
whereas the data link layer oversees the delivery of the packg
between two systems on the same network (links). The netwop
layer study the topology of the subnet and chooses appropriate
path.

Functions:

. Routing: When a packet reaches the router's input link, the
router will move the packets to the router's output link.

. Logical Addressing: The data link layer implements the

~ physical addressing and network layer implements the
logical addressing. Logical addressing is also used to
distinguish between source and destination system. The
network layer adds a header to the packet which includes
the logical addresses of both the sender and the receiver.

Internetworking: This is the main role of the network

layer that it provides the logical connection between
different types of networks.

® Fragmentation: The fragmentation is a process of breaking
the packets into the smallest individual data units that
travel through different networks.

4.1 Internetworking Devices

S

The process of interconnecting a set of independent
networks called internetworking. In other words, routing between
two networks of the same kind or different kinds is called
internetworking. An internetworking device is a widely-used term

for any hardware within networks that connect different networ¥
resources.

5 As networks became increasingly complex, the need for
internetworking devices also increased. Computer networks ¢a”

"
l%' INSIGHTS ON COMPUTER NETWORKS

—————r——

—

established by using various Networ

k device
yerwork Interface Cards (NICs), wogqp, o nse;l;il S oty
pridges: Switches, and “Gateways, g etworks DS
.ncreasingly complex, the need for internety S became
i

; orkin :
ased. Internetworking devices oy, 8 devices g5,

- . atti\fe Compo
pecause they do‘ more th.a:.1 simply pass daty iy Ponents
They make intelligent decisions and may inte network,

; Tpret, format
jirect data as it passes 'through @ network. The follow;“d/or
Jarious internetwork devices that are useq iy building LAN/‘Er ;l:e

incre

a 1 ___“-—-—_____-_-_‘
on Layer [
Applicati yel P o
. Gateway
Presantation Presentation
[ S Layer
e L Session Layer
* e b o -
Transport Layer Transport Layer
T EE———
Network Layer Router Network Layer
Data link Layer a1
Switch/ Bridge ot fink Laper
Physical Layer Hub/Repeater| Physical Layer

Figure 4.1: Connecting Devices and OSI model

a  Repeater

A repeater is the physical layer devices which are used to
regenerate the signal between similar networks. It extends
the distance over which a signal may travel down a cable.
Repeaters require a small amount of time to regenerate the
signal. This can cause a propagation delay which can affect
- Network communication when there are several repeaters
in a row, Many network architectures limit the number of
Tepeaters that can be used in a row. Repeaters work with
the actual physical signal, and do not attempt to interpret
the data being transmitted, they operate on the 'Physwal
layer, the first layer of the OSI model. A repeater is a low-
€ost device and 2 Port device. : '
b, H
ub
physical layer
Ina Hub, the
the other

Hup, also called the multiport repeater is_a
€Vice. It functions similar to the rep elater- 1l
 Signg) received at the one port is transmitted to @

weninb¥ | AYER 197|
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versa. The advantage of Hub is lUW'(‘[)gt

and VfCC‘ H
ports and it has disadvantage that j,

device and easy integration
reduces the bandwidth.
Discard

Dis_.ca rd
"'

Discard

Discard
Accept

Figure 4.2: Hub operation

There are mainly two types of Hub, they are:

e Active Hub: An Active hub is also known g
Concentrator. It requires a power supply and can work
as a repeater. Thus, it can analyses the data packets and
can amplify the transmission signals, if needed.

» Passive Hub: A passive hub does not need any power
supply to operate. It only provides communication
between the networking devices and does not amplify
the transmission signals. In other words, it just forwards
the dataas itis. : :

Bridge
Bridge is a data link layer device. It functions very similart0
a switch, sometimes also called the two ports switch. 4
bridge can divide an overloaded network into smaller, more
efficient networks. It maintains a MAC table with MAC
address and the port no. and decides whether to forwar
the frame or not. In other words, bridges filter traffic based
on the destination address of thé frame. Bridges divide the
network into different LAN Segments,

0— .
i |_8idge |—

0 [

LAN 2

Figure 4.3: Bridge

There are mainly two types of Bridge the
—_— , + 1Y are;

s Transp.ar'enl Bridge: Transparens bridge g
transmission medium between 039 snrpply Works as 5
actually transparent (they are preseEwces. They are
functionally visible to the devices) to the p :ttw bt}: are pot

y or] i

« Routing Bridge: Routing bridges haye SerE
identity; they can be easily identif;
devices. The source station or the s
data packets through specific bridg
identity of bridges).

Switch '

A switch i's also CallEd_ the .mllltip{}rt bridge, It is a data link
layer device. The switch is a hub with some intelligence
Switch allows each workstation to transmit ':nformatior;
based on physical address. It doesn't distribute the signal
without verifying whether the signal needs to propagate to
given port. The decision is based on the internal
configuration. A switch dynamically builds and maintains a
MAC table, which holds all the necessary informgtion for
each port. A switch can connect the devices only in the same
network. It uses the full-duplex mode of communication
and saves bandwidth. The switch table keeps on updating
every few seconds for better processing A Switch has
multiple collision domains, so it has less or no collisions in
the transmission channel. In fact, every port of switch has a
Separate collision domain.

their Unique
ed hy the network
ender cap send the
es (using the unique

switch
L[ K
! 7 B\
71:15.13:&5.6@: Fj

712813456142 18D 456143

,;3;_1‘55: tH]

712813456143 | 3 |
71:28:13:45:61:12 |

S

I:\’.‘zgur" 4.4: Switch operation and switch table
- wcTWORK LAYER 1991
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. ) A, 1L ML,
rrives at the SWILL, st r:he::]mf is a popular statement "Use

When a data frame a iy " .
oy ; e frame r <
Sppkinc e 2 ki fl'amef the dest}':nn 9_ N oy, router where you must”, Witch Where You cap, g
free, it will search the MAC address 0 ' -atlon in th | . , Use
) is avaﬂable in the Switch tah]e .f‘ F i a

Switch table. If the address 1

ta frame to that specific node, Ei»lt _ Gateway is a software o comb;

natj
hardware put together, works ¢ 0N 0f $oftyyare -

will forward the da 4 . S
; ) \ C address in the switch t, 3 .
switch will register the ,MA ot specified, it will broadc ble, networks which are using differep, :’-Xcl}angmg data among
e addres:lls'n the network. There are ;St-the ! A Gateway is used to connect mult]i]plcmmls for sharing
ata frame to each node_ In ain] € Networks ang
d irches on the basis of how data transmigy Y packets from one packet to the gther network |t Passes
four types of switc ot oy between two networks which may be a royte ﬁal?ts as a gate
. = s e 4 F T, 4

takes place via switches, they X or other device that enables traffic to flow iy a;ed":“;sefrr;r

ut of the

seche [t ; ]
« Store and Forward Switch: I_t is the most widely ang network. It operates at the sessjon layer and ap
commonly used switch. It does not forward the dat, above,

frames unless the frames are errorless and complete),
received in the switch buffer. It is reliable in nature,
Cut-through Switch: Cut-through switches have p,
error checking. Also, it starts sending the data frame t,
the destination node when it starts receiving it [t js
unreliable in nature. '

- o Fragment-Free Switch: It is a combination of store ang
forward, and .mt-mrough switch. It checks only the
starting 64 bytes (header information) of the data frame

~ before transmitting the frame.

e Adaptive Switch: It is the most advanced kind of switch
which automatically chooses any of the above three
switches as per the need. '

e.  Router

They are able to convert or transjate the data f
although the data itself remains unchanged. |t tai?ersmat’

* application message, reads it and interpret it |t js the m:;
complex devices with respect to the functionality. Gatewa
might be installed in some other device to add ié
functionality into another.

fi._z Addressing: Internet Address, Classful Address

4.2.1 Internet protocol (IP)

The network protocol in the Internet is called internet
protocol. This is host to host network delivery protocol designed
for the internet. IP i$ a connectionless datagram protocol with no
guarantee of reliability. IP can only detect the error and discards it
ifitis corrupted.

1. Internet Protocol Address

An IP address is an identifier used in the IP layer of the

TCP/IP protocol suite to identify the connection of each

device to Internet. MAC address is a data link FHYE”' addr.ess

 also known as physical address that is recognized only ‘“Lg
local So, IP address is required for the globally recogniz
also known as logical address.

IP address is made of four bytes (32 bits)

A roufer is considered as a layer 3 relay that operated in the
network-layer. A router connects multiple networks and
uses routing to forward data packets based on their IP
addresses. It can be used to link two dissimilar LANS. A
router receives a packet and selects the optimum path ©
forward the packet across the network.

It i : ’
i gateway of 3 network and maintains the routiné

table tg route
. Packets to T The
information in the destination address. : |ClassType et ID Host ID

l:: routing table helps to direct the packet?
rk. Because it s expensive and slower the"®
1100] INSIGHTS ON COMPUTER NETWnDove -

the next ne,
= Figure 4.5 : IP address format
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Notation: calculation of IP range
0
Binary 100000000.00001911.000000113 3011 113 % cassA
" 3 -
Decimal 128 f & ; : 0{}000000-00000000-0000{]099 00
: : : U00o
IP address is generally written in dotted decimal rlOtaQQn. 0111111 1.11111111.11 111]_11'1 1112222.
2.  (lasses of IP Address: 0.0.0 - 127.255.255.255
' : : Class A, B, C, D, E. The .. Dk
et ifjeters L iy D is used for multj "l similarly,
A, B, C are used for unicast, Class 2 Cast ang B ' =
Class E is reserved. Each class occupies some part of the Class B 128.0.0.0 - 191.255.255 755
whole address space. " Class C 192.0.0.0 - 223.255.255 255
Nowadays, this concept has becofne obsolete and hag hee.w, i Class D 224.0.0.0 - 239.255.255.255
replaced with classless addressing. IP addresses, befor | 240.0.0.0 - 255.2
1993 use the classful addressing where classes have 5 fixeg ClassE G 55.255.255
number of blocks and each block has a fixed number  f ,  Address Distribution Concept
hosts. In [Pv4 addresses of class A, B & C, the first part of Class A net.hosthosthost
address is considered as Network 1D (Network id) ang the network bits=7
i second part of' the laddress is called Host ID, The sjz of host bits = 24
| these parts varies with the classes. ;
: Total no. of network=27=128
* Network ID: The Network ID denotes the address of tp, _
etk Total no. of hosts = 224 - 2 16777214
* Host ID: The Host ID denotes the address of the hs Class B net.nethost.host
attached to the corresponding network. network bits=14
In Class A, the Network ID is defined by the first byte of | host bits = 16
the address. And the rest 3 bytes define the Host ID. »
In Class B, the first two bytes of the*address defines the Total no: of network=21+-16384
network address and the rest two bytes defines the Host ID. + Total no. of hosts= 216 - 2 = 65534
[ 8 In Class C the first three bytes define the network Class C net.net.nethost
address and the last byte defines the Host ID. network bits=21
%o 4
L"—I“'”l““""""'glu||,,![ hOStbltS:B
o o ke Total no. of network=221=2097152
A
= T Total no. of hosts= 29 - 2 = 254
B y ¥
..- :ﬁ“&“&m Class D
“ Mosl | 220748 26525 * used as multicast [P
2L s o 2240008 e o directs packets with that
: 230288 285 255 * Itis a unique network that dir s for IP address.
% \ Fverved r ks ina 25509255 destination address to predeﬁned group
Fi 4,62 ;
| 'Bure 4.6: Classfyyy address for clgsy A B CDE 2 Class E -reserved for future useé
. 11021 INSIGHTS ON CompyTRR EmT=————d — B —
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WIS i

Table 4.1: Default mask for classful address

5.

" Binary - -

00000

Sl | 2

A 11111111 0OUO000D 00C0000 O

B TI1L1111 11111111 00000000 00000000
| C TILLTI0] 1Ln010n] (1111 00000000

Disadvantages of Classful Addressing:

1.

. Same is

If we consider class A, the number of addresses in each
block is more than enough for almost any organizatig,
So, it results in wastage of addresses. ‘

the case with class B, probably an Organizatig,
receiving blocks from class B would no-t require thy
much of addresses. So, it also results in wastage

addresses.
A block in class C may be too small to fulfil the addresseg

requirement of an organization. |
Each address in class D defines a group of hosts. Hosts
need to multicast' the address. So, the addresses ars

wasted here too.

. Addresses of class E are reserved for the future purpose

which is also wastage of addresses.

. In classful addressing, addresses are not assigned

according to user requirements. Here, a block of a fixed
size is directly assigned which has.a fixed number of
addresses which leads to wastage of address.

To overcome the flaws of classful addressing, subnetting
and supernetting are introduced to compensate. for the
wastage of addresses. '

Types of IP address

IP address is categorized into two types; Public IP and
Pr?vate IP. Public IP is the number used on the Internet
Private IP: Any organization can use an address out of this

set without permission from the Internet authorities. These
addresses are free to e,

I;MI INSIGHTS ON COMPUTER NETWORKs

pddress for private netwoyyg

ip (1Pv4) Header Format:

An [Pv4 datagram consists of 3 heaq
payload part. The header has 5 20-byte fixeg
variable-length optional part, The head
above in figure. Every protocol foligys
_ format for its data to be transmitted ang

T 20 octets —*

Table 4.2: Address fo, Private pop,,
Orkg

=

i

T2 16.0.0 to 172;31‘355255
192.168.0.0 to 192.168‘255.253

€I part ang 5 body or
Part ang ,
er format js shown
a different header
received relialy,

g LA -8 16 19
[version | ML | TOS T a3,
b Identification H‘"I Fragmentationofom
Time to Live I Protocol Header Checisum !
Source Address o S
Destination Address
Optlons + Padding
Data

Figure 4.7: IPv4 Header

Version (4 Bits): This field indicates the version
number of the IP packet so that the revised version can
be distinguished from the previous version. The current
IP version is 4.

Internet Header Length (IHL) (4 Bits): It specifies the
length of the IP header in unit 32 bits. In case of no
option present in the IP header, [HL will have a value of
5. So, if the value of IHL is more than 5 then the length of

the option field can be easily calculated.

TOs (8 Bits): This field is referred to as the‘Type of
Service (e.g. text, audio, video etc) and specifies the
Priority of the packets based on del
reliability and cost requirements.

_/’"
ETWORK LAYER |105]

ay, throughput
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): This field specifies the Numy,

16 Bits
s Total Length ( et including header and da, -

ki
of bytes of the IP packet : ‘
16 bits are assigned to this field, the maximum [E“g‘ch g

the packet is 65635 bytes. :
« Identification (16 Bits): The identification field is

to identify which pack
so that fragments for
up. ‘

e Flags (3 Bits): .
reassembly of packets of data units.

et a particular fragment belongy %
different packets don't get Miyeq

It deals with fragmentation ang

fragment (MF) bit.

identifies the location of the fragment in a packet. Ty,
value measures the offset in a unit of 8 bytes, betwee,

the beginning of the packet to be fragmented and the |

beginning of the fragment.

Time to live (TTL) (8 Bits): This field is used ¢

indicate the amount of time in seconds a packet is

allowed to remain in the network.

« Protocol (8 Bits): This field defines which upper layer
protocol data are encapsulated in the datagram. This
means that it selects the suitable protocol (eg,
connectionless or connection oriented) for next layer. .

¢ Header Checksum (16 Bits): This field verifies the
integrity of the header of the IP packet. The integrity of
the data part is left to the upper layer protocols. The
checksum is generated by the source and it is sent along
with the frame header to the next router.

* Source IP address (32 Bits) & Destination IP address

(32 Bits): These two fields contain the IP addresses of

- the source and destination hosts or network interfaces
respectively.

_ 4 Upti0ns_+ Padding (Variable): Options fields are rarelf B Netyy
used to include special features such as security level,.

: |m§ | INSIGHTS__ON COMPUTER NETWORKS

the route to be takep and tip,
e

padding field is used tq n Stamyp at
32-bit words. ake the hEaﬂer :ach Touter,
. tipl
) , Data (Variable): The data feld e of
multiple of 8 bits in lengt, em "‘{ust b "
& datagram (data field plys hf’ader] ia)ﬁmum i, ger

» $65535 Orger,
; 2D HCP (Dynamic Host Conﬁgm'ation 2

DHCP is a client- server Protoco] jp whi
st message and the server return

PTOtoc;_.])
ch the clign Sends 5

s
a Tespopge Message

The flag field p, '
three bits: Unused bit, Don't fragment (DF) bit and Mg, |

Fragment Offset (13 Bits): The fragment offset fig)y f

red' * emely i ; .
pHCP is used extr yin LANs and jp residentiy) internet 206
. s,

DHCP operatiun:
Client i
. v
DHCP Discover v
DHCP Offer t
e e
. DHCP Request
- DHCPAQK\
Time Tiki

Figure 4.8: DHCP operation

The client broadcasts a DHCP DISCOVER messace to
identify any available DHCP servers on the network A ll’)HCP
. server replies with a DHCP OFFER message. This messége offers
. to the client a lease that contains such information as the IP
| address and subnet mask to be assigned, the IP address of the DNS
'. sérver, and the IP address of the default gateway. After the client
E ;]E:SLVES the lease, the received information must be renewed
: gh another DHCP REQUEST message prior to the lease

'._ EXpiration, )
_Subnetting ik
i " . * _——-‘-"_—‘——-—-
Subnettl'ng is the technique of logical division of the large
[t increases

ork i
kinto the smaller manageable sub-neworks

- Touygj he network and

. n i i
: g Efﬁciency, enhances the security of
: NETWORK LAYER [107]
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reduces the size of the broadcast domain. Following ., "

advantages of subnetting. -
g n
¢ Subnetting breaks large networ ks in s etworlg a

smaller networks are easier to manage.
¢ Subnetting reduces network tra\fﬁ-“t by removing collg,
and broadcast traffic, which overall improve perform ance
Subnetting allows applications to apply network secu
policies at the interconnection between subnets,
" Subnetting allows us to save mONEy by reducing e

&

requirement for IP range.

Each IP class is equipped with its own default subnet Mag)
which binds that IP class to have a prefixed number of Networ,
and prefixed number of Hosts per network.

CIDR or Classless Inter -Domain Routjng provides
flexibility of borrowing bits of Host part of the IP address apg
using them as Network in Network, called Subnet. By using
subnetting, one single Class A IP address can be used to hay
smaller sub-networks . which provides better network
management capabilities. '

Subnet mask

A subnet mask is a 32-bit number that masks the IP address |

and divides the IP address into the network address and host
address. It is used to extract the network address and subnetwork
address from an IP address. For obtaining the subnet mask, assign
all the network addresses as 1's and all the host address as 0's.

[P address ANDed with the subnet mask gives the network
ID.

255.255.0.0
Default Mask [ 1HITI00 11101111 00000000

00000000 |
16

255.255,224.0
Submet Mask | IFOAEL TTI00] 117 ‘0000000000000 |
3 13

Figure 4.9: Clasy network subnetted into 8 subnets

1108] INSIGHTS ON COMPUTER NETWORKS

P ———

p 5"

dete
1

ExamPle 1:

bnetﬂ"s ey st

when subnetting anetwork, foy,,,
: 8 live g
mined- e Ingg Shou]dh
Maximum number of subnetg - 2 Mooty =
ELhjtg

gubnet bit is represented by ¢’
Maximum number of hosts= 7 X »
Host bit is represented by ‘¢’

yalid subnets = 256-subnet mag), - block iz,

proadcast address for each subnet -
pefore the value of the next subpey

yalid host = these are numbersg be
proadcast address.

Given IP address: 130.45.32.5¢
subnet Mask: 255.255.0.0
What is the subnet address?

Solution:

Example 2;

[P address in binary:
10000010.00101101.00100000.00111000
Subnet Mask in binary:

111111 11.11111111.00000000.00000000

After binary ANDing IP with mask, we get the subnet
address, which will be

1000000 10.00101101.00000000.00000000
i.e,130.45.0.0 is the subnet address.

GivenIP address 192.168.10.0/25

\

_ ; its 0s.
25 means that the subnet mask has 25 bits 1_5 ahnd 7 bl:::ode
Since, the total Subnet Mask is 32 bits. So, in binary

Our Subnet Mask is:
lqwmm

N
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11111111.111111 11.11111111.10000000 (First 25 b
are 1sand 7 bits are 0s).

Sg, there is only 1 subnetting bit.

1972.168.10.0 = Network Address

255.255.255.128 = Subnet mask
ts =2 no. of subnet bits

=21
=2 subnets

ity

Maximum number of subne

Number of hosts per subnet = 2 2-cfbostbis — 2

=27-2

=126 hosts
Valid subnets= 256-subnet mask=256-128=128. Starting ,,
zero and counting in block size, subnets are 0,128.
Broadcast address=the number right before the value of t,

next subnet. Here the broadcast address of 0 subnet is 177
ie 192.168.10.127 and for 128 subnet is 192.168.10.255,

valid host is the numbers between the subnet ang
broadcast address. For 0 subnet valid host is 192.168.10.1.

192.168.10.126 and for 128 subnet, valid host i |

192.168.10.129 t0 192.168.10.254
In tabular form,

{Subnet Address! Valid host Broadcast Address
| 192168100 | 192.168.101-192.168.10.126 | 192.168.10.127

3_192.168.10.128 192.168.10.129-192.168.10.254| 192.168.10.255 J

Example 3;
Given IP address 192.168.5.85/24. Determine - the
network and host part of this address,
Solution:
IP Address: 192.168.5.85
Subnet Mask: 255.255.255.0
In binary mode,

IP Address: 11000000, 10101000.00000101. 01010101
Subnet Mask: 11111111, 11111112.11111111. 00000000

1110 INSIGHTS ON COMPUTER NETWORKS -1

here, the ISt 24 bijtg {Ff!‘st i g
; ast 8 bits (Las ¢
and thel (Last octet) are y, host ;r; MEtOrk by
is,

£ P address and
NDing 1P @ Subnet
fddress that is 192.168.5. Mask e g

proadcast address is the lagt address je, 1,

yalid host is the m.'lmber between, the n;m" «163.5.255

proadcast addressie, 1921685 1. 192 15é°:k address gng
; 990,254,

ple 4:
given IP address 10.128.240,50/30
network, broadcast and valiq h°5taﬂdress' Determipe

{p Address: 10.128.240.50/30

/30 means that the subnet mask has 3
Remember the total Subnet Mask s
mode our Subnet Mask is:

11111111.11111111.11111111.11111109

. (First 30 bits are 1sanq bits are 0s)

And the decimal equal of this Subpet Mask s
255.255.255.252

Valid subnet = 256-252=4

i.e., block size of 4. Starting from zero, itis 0,4, 8, ..., 44, 48,
52...252.

ANDing IP address with Subnet mask gives network

0 bits 15 ang bits 05,
32 bits. S, in binary

| address.

IP Address: 00001010.10000000.11110000.00110010
Subnet Mask: 11111111.11111111.11111111.11111100
AND: 00001010.10000000.11110000.00110000

The result of AND operation is the Network Address.

This is 00001010.10000000.11110000.00110000 in binary.
The decimal value of this is 10.128.240.48.
Here, the last two bits are host bits and thel
network bits. When we set all the host bits Wi
find  the Broadcast ~ Address.
00001010.10000000.11110000.00110011 1

other bits are
th 1s, we will
This IS
binary. The

~decimg] j 3.240.51.
\15 value 10.128.2 _/""Tﬁﬁ

NETWORK LAYER
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The middle addresses can he us‘;g zl‘:‘;rh“!ﬂ!i. TH,.
address::sare10.1211.24().4‘):1ncl 10.128.240.50, *

48
Network Address: 10.128.240. '
Host Addresses: 10.128.240.49 and 10.128.240.50

Broadcast Address: 10.1 28.240.51

34  NAT (Network Address Translation) B,

NAT is the technology that allows a site ['Om
private addresses for internal commumf:atlﬂn and a set of Bloby
internet addresses for communication with the rest of the woj

The basic idea behind NAT is to assign each company ,
single IP address for Internet traffic. Within Fhe company, every
compliter gets a unique [P address, which is used for FOuting

internal traffic. However, when a packet exits the company ang
goes to the ISP, an address translation takes place.

In simple words, NAT translates public IP into private p

and vice versa.

H1 H2 [ i

H3 H4
: 192.168.1.2 192 168,13
: =

L
110.232.3.' 132.168.1.1

| R2 PrivateNetwork2

Figure 4.10: NAT operation

As in the figure, private networks use private addresses.
The routers that connect the network to the global address or
- public address use one private address and one global address. All
the outgoing packets go through the NAT router, which replaces
the source address in the packet with the global NAT address. The
incoming packets also pass through the NAT router, which
replaces' the destination address in the pa.cket with the
appropriate private address, The private network is invisible .

|112| INSIGHTS ON COMPUTER NETWORKS

ost of the Internet; regg of the
the fr with the global address,
te
rou

lmr:m«:! ey g
inly the NAT

; /E;JE.__ ‘“mu‘“‘“‘\x___\

45 ; — —_
; in function of Netwgrt, (.. e
The main work [,,;y;_.”' ]

source machine to the destination m

rocesses inside router: ~ TRTE are tyo

one of them handles each Packet a5 5 .
. . it ITives 11,
a the outgoing line to use for j in rives, looking

the rgyy
. : = { P :
process 18 forwarding. N table, Thi

The other process is responsible for filling ;

b. : . £1nand ypa,
the routing tables. That is where y, . ° 'Pting
comes into play. This process js routing, 8 algorithm
Routing is the process that a router uses 1 ¢,

roward the destination l:IEtWOI'k. The router maye

pased upon the destination IP address of 3 Packet. To make the
correct decision, routers must learn how to reach remu-:-_:
petworks. A routing protocol is used by royters to dynamically
find all the networks in the internetwork and to ensyre that
routers have the same routing table. Basically, a routing protocol
determines the path of a packet through an internetwork, exampl

RIP, OSPF etc. Once all routers know about the network 2 routed

protocol can be used to send user data through the established

enterprise. Routed protocols are assigned to an interface and

Tward packers
s the decision

~ determine the methods of packet delivery, e.g., routed protocols

are [P and IPve6.
The routing algorithm is the part of the network layer

- software responsible for deciding which output line an incoming

Packet should be transmitted on.

451 Criteria for Good Routing Algorithm

Correctness: Choose correct route and should accurately
deliver packets.

Robustness: Adaptive to changes of ne
varying traffic load.

awork topology and

NETW

Scanned with CamScanner



s coligestion [ L, I
'+ Cleverness: Ability t0 qElon : finks a No complex algorithm is Tequireq

ectivity of the network.

ng §

deteriiias the C21F h the Required no mechanism for gz,
: u n ! :
. stability: Avoiding the lotps; FhroUE etwork Whe, Require no extraresources like cpy; and
congestion. Disadvantages of static routing: Memory ete,

ness: Some performance criterj, |
to the exchange of packets betwe:y '.
nearby stations compared_to an exchange betweep diStant
stations. This may maximize average thfougbpm b 3
appear unfair to the 'statio.n that primarily negq; f
communicate with distant stations.

Efficiency: Rapid finding of the router and minimizatig, o
cpntrol messages.

. Optimality and fair

i only suitable for the smaj pe
give higher priority

. twor
Jarge network k cannot Work for 4

. Complexity automatically incregges whe
grows. 0 the networy

. Managing static configuration in the Jar .
pecomes very complex and very time taking 8¢ hetwork

. Ifone link fails it affects the whole Network

o In the failure of one link in static, it canpgy Toute traffic

. Manual intervention is required for re-routing traffic in
the network. .

4.5.2 Routing Techniques

There are two techniques of routing:

1. Non adaptive (Static routing)

2. Adaptive (Dynamic routing)

Regardless of whether routes are.chosen independently for
each packet or only when new connections are establisheg,
certain properties. are desirable in a routing algorithm
correctness, simplicity, robustness, stability, fairness, optimality.

1.  Static Routing

In this technique, the router is conﬁgured manually. The
choice of the route to use to get from I to J (for all I and s
computed in advance, offline and downloaded to the router
when the network is booked. The manual maintenance of
the routing table for the large network could require a lotof
administrative time. Sometimes a static router is used for
the backup purpose.

'Advantages of static routing:

« It cannot support complex routing algorithms,

2. Dynamiic Routing
Dynamic routing makes it possible to avoid the
configuration of the static routes. The router decision
changes to reflect changes in the topology and usually the
traffic as well. Adaptive algorithms differ in where they get .

their information (e.g. locally, from adjacent routers, or
from all routers).

Advantages of dynamic roiting:
+ Suitable in all topologies where many routers are
; ~ required.

* Easily used in a large network.

* Mostly independent to network size

* Failure of one link cannot affect the whole network,

* In case of-faiiure, a one link automatically re reroute
Wwithout any manual intervention.

* It supports more complex routing algorithm.

Easily implemented in a small network like LAN

¥ ihiiviles more security and no advertisement send &

with data as in dynamic routing, "

* Itis very predictable,
always the same,

as the route to the destination : Disadvantages_of dynamic routing:

* More complex in implementation
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« Less secure than static routing because of a mlllticaSt

routing change .
« An additional configuration setting 1s E‘equlred such g
routing protocol, passive interfaces to increase Securip,

+ Required additional resources like memory CPU apq lng

bandwidth.
Table 4.3: Comparison between static and dynamic Fouting
S. Key Static Routing Dynamic Routing
N. * : : .
1 |Routing In static routing, user({In  dynamic TOuting
pattern defined routes arejroutes are updated
used in the routinglper the changes
table. network.
2 |Routing Simple routing used|Dynamic routing
Algorithm |to figure out thelemploys compley
- |shortest path. algorithms to find the
shortest routes.
3 |Security Static routing| Dynamic routing is less

provides
security.

higher|secure.

4 |Automation (Static routing is a|Dynamic routing is an
manual process. automatic process.

5 |Applicability [Static routing is used Dynamic  routing s
in smaller networks. |implemented in large
networks,

Static routing may Dynamic routing follows

not  follow  any|protocols like BGP, RIP
specific protocol. and EIGRP.

6 |Protocols

4.5.3 Routing Table for Classfu] Address

A routing table is a set of ryles, often viewed in table format
that is used to determine where data

devices, including routers and swit

routing table contains the information necessary to forward 2

~ 1116] INSIGHTS ON COMPUTER NETWORKsS

- Moyter
Packets traveling over an

ches, use routing tables. &

B, .

AlONE the best path towarg its

t e . = - eStinatio
P ins information about its T8N ang gogp Eh pagy,
.cﬂ”tit is received, a network deyicg o, Smat“’“- en
; . e
PAe pes It to the "’;: o Eble o Providing g PCket ang
a Jestination: T e: table *then Provides St mateh o,
its ctions for sending the packet ¢, the ney oo I8 wity
: ) "~
llZsmss the network. A basic routing tahj includes gp, f;:f] oy
R, Owin
pformattor ’
pestination: The 1P address ¢ the paciey
] destination Ets ﬁnal

Next hop: The IP address to which tn, Packet is forygyg
Interface: The outgoing' network interface thnfdr E’d
should use w.hen forwarding the packet tg the ne;t h:ch
final destination s
Metric: Assigns a cost to each available r,

g ) Ute 5o that the
most cost-effective path can be chosen

. Routes: Includes directly-attached subnets, indirect
subnets that are not attached to the device but can be
accessed through one or more hops, and default roytes to
use for certain types of traffic or when information is

* lacking.

Routing tables can be maintained manually or dynamically.
Tables for static network devices do not change unless a network
administrator manually changes them. In dynamic routing
devices build and maintain their routing tables automatically by

. lsing. routing protocols to exchange information about the

Surrounding network topology. Dynamic routing tables allow

evices to “Jisten" to the network and respond to occurrences like

Gevice failures and network congestion.

454 Optimality Principle

It states that if the router J is on the optimal ?alh fm;;:
dong 4 0 TOUter K, then the optimal path from | © h:iiff:he
rnutg e same route, This can be elaborated as, call the p tter than
e. from | to ] as riand rest of route as r2. If a router be_ rove
ed form ] to K, it could be concatenated with r1 to imp

from 1o g,

R —

_—-——"'-"'—-..
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The idea is to b‘ui!d 4 graph of the g,

h representing a router and ez,

theresenting a com"_"umt'aﬂﬂn line or link, g Blaph

rBI:we n a given pair of routers, th, o Plviads
pe

portest path between them on the -y 8orithm |
3 0

Start With the local nﬂde (rUuter]
1. Assign a cost of 0 to this noge
manent node.

ute
USt finds g,

as the roq¢ of the treg
and make it the fipg

Examine each neighbour of the
2., permanent node.
Assign a cumulative cost to each node and ma
Among the list of tentative nodes a. Fipg the node with
smallest cost and make it Permanent b, |f , node Cantte
reached from more than one route thep select the ro te
with the shortest cumulative cost. ue
5, Repeatsteps 2 to 4 until every node becomes permanent

Packet is transmitting from A to D in above, Shortest path is

ABEFHD

Figure 4.11: Optimality principle

ode that Was the |ast

% __"‘-—-‘__\ J
4.6 Routing Algorithm - |
g . ' . S =g
A routing algorithm is the part of networ!c layer softwar,
responsible for deciding which output I.Ine and.mcm.ning Packes
should be transmitted on. The best path is one with minimum cost

or shortest path. -

ke it tentatie

" 4.6.1 Shortest Path Algorithm

Shortest path algorithm finds the shortest paths between
routers/nodes in a-graph. The widely used shortest path
algorithm is Dijkstra's shortest path algorithm. It can also be used
for finding the shortest paths from a single node to a single
destination node by stopping the algorithm once the shortest path
to the destination node has been determined.

4.6.2 Flooding

In this algorithm, every incoming packet is sent out on
every outgoing line except the:line of which it has arrived. One
disadvantage of flooding algorithm ‘is that it generates a large

8 7 c B@A) C(w,-)

_ 5 7 P W SR 1% - number of duplicate packets. To prevent endless copies of packets
° A 2 A a trculating indefinitely through-the network a hop count may be
s D GEA H-) used. Each router decrements a hop count contained in the packet

header. Whenever the hop count decrements to zero, the router
discards the packet, The advantage of flooding is at least one copy
of the packet will arrive at the' destination so the delivery is
Suaranteed. .

Figure 4.12: Shortest Ppath algorithm

{ & i
3 . {a) First hop ¥ g - i
: \ _/1_19—!— I

. FTWORK LAYER | ]
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outing only to neighboyg

gach router iericlﬁdically sends jg "

etwork only to thoene * ANow]e
entire 1 Y 95¢ routers y, WhT;l}?? bout gy,
.]inks- It has dir[‘c[
sharing Information at regy ), interyy

-

3 gach router sends its informatiop, abg
to its neighbour at regular interva)s

he whole Networ

(¢) Third hop

Figure 4.13: Flooding example (hop count = 3)

Ideally, the hop counter should be initialized to the length of
the path from source to destination. A variation of flooding that is
slightly more practical is selective flooding. In this algorithm the
routers do not send every incoming packet out on every line, only
on those lines that are going approximately in the right direction.
Flooding is not practical in most applications.

F :'guré 4.14: Initial routing table

The figure above shows the routing table distribution in
distance vector routing. Here, clouds represent LANs 2nd the
mmber inside each cloud is LAN’s network ID. LANs are
@nected by routers represented by the boxes 4, B,C.D,EandF.

.- Upon recejving the updates for each destination in its table,

©mpares the metric in its local table with the metric in the

bour’s taple plus the cost of reaching that neighbour. If the

hm::; the neighbour has a lower cost, the router updates its
le to forwarg packets to the neighbour.

ti i [
~ "BTouting taple of router A:

4.6.3 Distance Vector Routing
Distance vector routing operates by having each router

maintain a table (i.e. a vector) giving the best-known distance to

each destination and which line to use to get there. In this routing

algorithm, each router periodically shares its knowledge about the

entire network with its neighbou ring nodes.

Some of the keys to understand this algorithm are:

1. Knowledge about the whole network

Each router shares its knowledge about the entire network.
It sends all of its collected knowledge about the network t0
its neighbour., :

1120] INSIGHTS ON COMPUTER NETWORKS e

NETWORK LAYER |

Scanned with CamScanner



he <= o . lake the

ot ceaibse faila ideration when i !

A old routing ta . ’ conSIdera Chﬂﬁsmg route, andwjdth I
141 = G2 from i to
- [ el May suffer a routing loop Calleg
231 - | ' Jem. COunty, .

BT gt Probl 10" infingy

PP > ity Problem

;ecuet':::i from B After Adjustment A's new tapy, g nﬂl‘lt to Infinity
" [ 126 || o ol C count t0 infinity is just another Name

T le| 1Hop | 5528 08 2E . . I a gy
B E = 181 - 082 I s nce "ew); o o r}?utlng foops Usually ocunng loop, I
2B 181 - , Or W v

PR ;; i 31, _nterfgce goes OV\.H] €n two routers send upd When an

received from E —— . 23 2E |—{ 5528 I gratthe same time. ates o ez h
- ase | g2e [ ] mic |

B 1Hop ' 232€E * 922F Hetwork
B1- 782F ,%___'_i 7
92 2 F a'_..--—- . '-'-.‘ 3 ..._,_,_‘_‘1 . M;x
Routing table ' b N
received from F : : __‘__J i B
- I: | | 782F | | semalik
9728 ':. . + 1 Hop = 922 F
Figure 4.15: Updating routing table of router A Raser 0
The final routing table for routers in the network is show _ Figure 4.17: Count o infinity problem
below: i
When network 5 fails, router E tells router ¢, Thjs causss
router C to stop routing to network 5 through router E But
routers A, B, D don’t know about network 5 yet, so they keep
sending out update information. Router C will eventually send out
its update and cause B to stop routing to network 5 but router A
. and D are still not updated. Due to this delay in information
update, a routing loop occurs. ’
464 Link State Routing

: Distance Vector Routing algorithm does not consider
T;ﬂf%Width. So, a new algorithm was introduced; link state routing.
¢idea behind link state routing is simple and can be stated as:

L Di . ik
Iscover | i learn their networ
Figure 4.16: Final routing table . ad dl‘essr its I}EIghbours and then lea
. ’ 2 . .
Drawbacks: s Measure the delay and cost to each of its neighbours.
. The problem with distance vector routing is its slow ! " Consty, _ ] N ——
convergence. b s t:'Ct a packet telling all it has jus
5, IS packet to all other routers. .
: Ompute th very other routers:
- e e shortest path to e r_y/
] |1_22| INSIGHTS ON COMPUTER NETWORKS , —TWORK TaveR 11231
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each router shares its knowledp, 0

In link state routing,
rin the internetwoyk

neighbourhood with every other route
Three keys to understand this algorithm are;

Knowledge about the neighbourhood

Instead of sending its entire routing table, a router weng

information about its neighbourhood only.

1.

2. Sharing information to all routers
Each router sends the information to every other routey on
the internetwork. It does so by a process called flooding,

Information sharing when there is a change

3
Each router sends out information about the neighboy
when there is a change.
Packels
e = e [
/ /N — Soq_| | 5o
N < 0 Ao Aga | [ Ago
RFE S £ A5 [8]s
N an c|1] [o]7
s s (£]o] [E]a

Figure 4.18: A subnet and LSP (link state packets) for this subnet

The link-state routing algorithm maintains a complex
database of topology information, The routing algorithm
maintains full knowledge of distant routers and how they
interconnect. Each node maintains the full graph by collecting the
updates from all other nodes. Each node then independently
calculates the next best logical path from it to every possible
destination in the network. Router's receive topology information
from their neighbour router via link state advertisements (LSA)-

4.6.5 Hierarchical Routing

As a network becomes larger, the amount of information
that must be propagated increases and the routing calculation
becomes complex. Hierarchical Routing is an approach that hides
information from far-away nodes, reducing the amount ©
Information a given router to perform routing,

f124l INSIGHTS ON COMPUTER NETWORKS

J—

Ropion 15N B

16 @

In this routing, routers are divided it [,
know the routes for their own region only as sp

Figure 4.19: Network divided ing, replons

Full table for 1A Hierarchical tabla for 14
Dent. Line Hopn Dest, | line | pops
1A - 1A
1B 18 1 1B 14 H
1c 1C 1 1C 1C 1
2A 1B & 2 18 2
2, 8 3 3 1c 2
__iC 18 3 -4 1C 3
Fib) 1B q 5 1C 4
A 1C 3
an 1¢ ?
A 1c 3
an 1C 4
ac | 1c 4
:JA 1c g
L8 | “ie 5
»‘.!:_E______lﬁ 5
1cC 6
Elmam.

gions. Routers
1w in the figy-e

Table 4.4: Full routing table and hierarchical routing tahle of 14
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4.6,6 Unicast Routing s e
-one ie. the ission j
Simply unicast means one-to-one 1€ ion jg g, -

between two routers at a time. In this c.ommuni_catio:}; sender e, .
the message to one side and the receiver receives the messap,
the other side. It is the simplest form of m}mng because the
destination is already known. Hence the router just has to Jgg) k
the routing table and forward the packet to the next hop.

Dm

~

Figure 4.20: Unicast

4.6.7 Multicast Routing

Simply multicast means one-to-many i.e. the transmission s
done between more than two routers at a time. In this
transmission, there is one source and group of destinations. I?
certain applications, a process has to send 3 message to a welk
defined group which is small compared to network size. Sending?
message to such a group is multicasting and the routing algorith™
used for multicasting is multicast routing.

126} INS’I.GH'!'SON_COMPUTER NETWORKS

\Figure 4.22: Classes

Figure 4.21: Multicast

47 Routing Protocols

A routing protocol is the implementation of a routing
dlgorithm in software or hardware. A routing protoco! uses
metrics to determine which path to utilize to transmit a packet
aross an- internetwork. It specifies how routers communicate
with each other, disseminating information that enables them to
select routes between any two nodes on a computer network
Routing algorithms determine the specific choice of route. Each

?Uter has a priori knowledge only of networks attached t It
irectly,

' Routing pmtccolr;'

]
I Interior

Exterior

of routing protocols

. — -t AVER I127I
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Jimitations oI KIP are followings-

. 5 , f routing protocols, we Neeg main
Before the classification © th f e ed network
know abbut the Autonomous system (AS). An Autonomous SJ’StL‘rn lncr"as traffic; Rip ch

*  peighbouring routers every 3( Second E.‘C](lg with
network trafﬁc. /I Whjch increas
Ses

aximum hop count: RIP hys Maxim
*  which means that on large networks, oy, op Count of 15
may not be able to be reached, F remote o, gy

Closest may not be shortest: choggiy,
' pop count does not necessarily meqy, it thc Ufsest path by

was selected. RIP does not copsidey ﬂthe‘]‘e{ astest royte
calculating the best path. actors whep

RIP only updates neighbours so the iipd
.. neighb"“rjng routers are not first-hang infgrnjgﬁo,fﬂr non-

is a group of networks and routers under the authority of 3 Singl,

‘administration.
Routing in
interior routing. R

to as exterior routing.
one or more intap:
Each autonomous system can choose re interig,

routing protocols to handle rou_ting insid'e the '.':lul:com;.mm]s
| ~ system. However, only one interior domain routing protog
| handles routing between autonomous systems. RIP [Routing
! Information Protocol) and OSPF (Open Shortest Path First) gy,
popular routing protocols under the interim: routing protocg],
BGP (Border Gateway Protocol) is exterior routing protocol.

gide an autonomous system is referreqd ¢,
outing between autonomous systems is refeyy,, d

7.2 Open Shortest Path First (OSPF)

-~ Open Shortest Path First (OSPF)isthe routing agorih
uses the link state routing algorithm. It is the shortest path
algorithm to calculate the best path from the source to the
destination. OSPF is perhaps the most widely used interior
| gateway protocol (IGP) in large enterprise networks. It falls into
 the group of interior routing protocols, operating within a single
4 autonomous system (AS). OSPF doesn't need a high memory and
 high-speed processor.
Routers running OSPF need to establish the neighbour
 relationship before exchanging routing updates. Since OSPF is a
link state routing protocol, neighbours don't exchange routing
;t"bles: instead, they exchange information about network
‘::lpg:;)gy- Each OSPF router then runs the SPF algorithm to
f'each r";te the best routes and adds those to the routing t}fble' Sfl;::
-_ f"uungl;ter knows the entire topology of a network,a chance
3 00p to occur is minimal.
the g‘;" f}andlirig the routing efficiently and ina timely ma
- ' divides an AS into areas. o
'es of OSPF:

Conc;
NSists of areas and an autonomous system-

4

4.7.1 Routing Information Protocol (RIP) . 4
Routing Information Protocol (RIP) is an interior gateway
routing protocol which is based on the distance vector routing
RIP defines how routers should share information when moving
traffic among an interconnected group of local area networks
(LANs). It employs the hop count as the routing metrics. Hop |
count is the number of a router the packet must travel till it
reaches its destination. RIP uses the hop count to determine the
best path between the router/location. Each router contains the
| RIP table and the table is updated every 30 seconds. Each router |
broadcasts its entire RIP table to its neighbour. Features of RIP are

1. Updates of the‘network are exchanged periodically.
2. Updates (routing information) are always broadcast.
3. Full routing tables are sent in updates,

4. Routers always trust on routing information received |
from neighbour routers,
Th'ere are three versions of routing information protoCﬁ]'
RIP Version1, RIP Version2 and RIPng, RIP v1 is known as Classfl |
Routing Protocol because it doesn’t send information about
subnet mask in its routing update, RIp y2 is known as Classless '

Routing Protocol beca
; use it sends informati bnet
masks in its routing update. matlon 'about st :

nner,

Fea

.
. 'himizes routing update traffic
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£7.3 Border Gateway Protocol (BGP)
___F_;:;:; Gateway Protocol is the Exterior Gateway Protogy)
which is used for communicating information 3MONgZ 3Utonom gy,
systems {AS) on the Internet Neighbouring BGP routers ie zgp
peers exchanpe detailed path information, widely used by Interpa
Service Providers (15Ps). It is also called the path vector routing
algorithm. The protocels are more concerned with reachability
than optimality.

Unlike an Interior Gateway Protocol {IGP), such as Open
Shortest Path First (OSPF) and Routing Information Protocol
(RIP), BGP is an Exterior Gateway Protocol (EGP) which controls
route advertisement and selects optimal routes between ASs
rather than discovering or calculating routes.

481 nternet Control Message Protgeq) (icup)

jCMP is a network layer protoco] tha: helps 1P o ns
' errors that may occur.in the network layer d-eli'rerf IE;?P:J:
| psed to test the Internet, which works at the Netyopy }a\:r;-r. iCMI;
| jiffers from transport protocols such as TCP and ypp iy Yh:at i is
ot typically used to exchange data between systems, nor is
regularly employed by end-user network applications (with the
| exception of some diagnostic tools like ping and traceroute). It is
- management protocol and messaging service provider for IP.

. ——

Echoreply

Figure 4.23: BGP communicating between two AS

Figure 4.24: ICMP message

ICMP can provide hosts with information about n€
3 ems. They are encapsulated within [P datagram-

BGP uses four types of messages for communication

between BGP across the autonomous Systems, twork

Open message: open a BGP
between peer by TCP connection,
. Update message:

BGP systems.

communication sessiom -

“SEQ to provide routing updates to Uthe].": IP [CMP

Figure 4.25: ICMP format
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ssages of [CMP are:

Some of the me ; .l
A 1 router cannot log;
ble: Wher cate

° Destination unreacha
destination.

. Time exceeded: When a packet is dropped because of timg
out.

a router discovers a missing valye

. Parameter problem: If
it discards the datagram g,

in any field of the datagram,
the messages is sent to source.
. Echo: Used to see if a given destination is reachable alive,

U Echo reply: Upon receiving an echo message, the
- destination is expected to send an Echo Reply messag

~ back.

4.8.2 ARP (Address Resolution Protocol)

Address Resolution Protocol (ARP) is used to map the Ip
address to the MAC address. Sometimes it may happen that the
source knows the IP address but not the Physical Address i.e. MAC
address of the router. To find the destination address the router
broadcast the IP address by asking what is the physical address of
the router having this [P address? Then the router matching the [P
address reply back to the source by sending the MAC address.

Request for physical address of a node

l_....._lll ﬂRPrcquustls broadcast e
| i .
System A & Eb b SystemB

g Replywith the physical address of a node
r [Heh }———

SystemA ! -
d SyslemnB

Figure 4.26: ARP protocol

To reduce the number of address resolution requests &

client normall_y caches resolved addresses for a (short) per iod 0

e T __,...--'/ i

- curre

; cache is of a finjte

(me: e A,[,{;Zl obsolete cn[rli“me S1e, ang
jncor” lete (" gy L&.. fm-mmpumh " eCome ful
it was @ ’ Brow without cyqq ‘,”!at e oty
P o ‘ . .
; re permdlmlly flushed of ) entripg ']‘h'w Cache S.e

oy S e . Thi "
; and frees sSPace in the cagh, It a Cletes Unuseq
. < y 50 i
coessful Attempts to contact copy, = FeMoves 5
tly running. It a host changes the MAC Which 4y i

pe detected by other hosts i :I}:ldm
7 . € Ca
cleted and a fresh ARP metssage i sent tq Estah]c‘
ssociati"“' The use of gratuitous ARp (eg triggereltsjh t}l:e Dew
When the

i i bled with
v NIC interface is ena an IP addre .
r:;id update of this information: SS) Provides a more

e can
4 he entry ;
ry is

483 RARP (REVM_IEERESOIHtiUn Protocol)

Reverse Address Rqso!ution Protocol (Mdt —
the MAC address to the [P address. It is just the reverse ofthz :::[f
To find the destination address the router broadcast the MA{:.
Jddress by asking what is the logical address of the router having
this MAC address? Then the router matching the MAC address
reply.back to the source by sending the IP address.

Lookingfor my IP address

—{ Requst |

System A

RARP requestisbroadeast

Thisis your IP address

TR

Figure 4.27: RARP protocol

RARPSoNvEr

HAHP server
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T SOLUTION TO IMPORTANT PROBLEQ
for 5 departments containing 29

1.  Design a network 1
15, 23, and 5 computers. Take 2 network exap,,

P
202.83.54.91/25. [2075 AShWin]
Solution: L
Given IP: 202.83.54.91

Given mask:
255.255.255.128(1 1111111.11111111.111111 11.1000(}[]0

0)/25 )
AND operation of 202.83.54.91 with 255-255.2_55.128 gives
the network address i.e.,, 202.83.54.0

We have, |

Maximum number of hosts = 2 no-of hostbits _ 2

For 29 computers,
29 = 2 no.ofhostbits _ 2
~no.of host bits=5
Now, new subnet mask becomes,
11111111.11111111.11111111.11100000/27
i.e, 255.255.255.224
Subnetid = 256-224=32 |
Range = difference of 32 (i.e, 0,32, 64, ...)
Network address = 202.83.54.0
Broadcast address = 202.83.54.31
Range = difference of 32 (j.e,, 0, 32, 64, venr)
Usable host range'= 202.83.54.1-202.83.54.30
For 23 computers,
23 = 2 5.l best bty 2
* no.of host bits = 5
Now, new subnet mask becomes,
: 11111111.11111111.11111111.11100000/27

1134] INSIGHTS ON COMPUTER NETWORKS

.8 250.499.£22.444

cubnet id =256 - 224 =37
Network address = 202.83.54.32
proadeast address = 202.83.54_63

ysable host range = 202.83.54.33-202 835
g 835467

' For 15 computers,

15 = 2 no.of host E;:s -
= no. of host bits = 5
Now, new subnet mask becomeg,

11111111.11111111.11111111_11100000/27
(e, 255.255.255.224

" qubnetid =256 - 224 = 32

Range = difference of 32 (i.e, 0,32, 64, )
Network address = 202.83.54.64
Broadcast address = 202,83.54.95
Usable host range = 202.83.54.65-2072.83 54.94
For 14 computers,
14=2 no.of_husthits -2
= no. of host bits =4
Now, new subnet mask becomes,
11111111.111112111.11111111.11110000/28
Le, 255.255.255.240
Subnet id = 256 - 240 = 16
Range = difference of 32 (i.e. 0, 16,32 .96, 112,...)
Network address = 202.83.54.96
Broadcast address = 202.83.54.111
Usable host range = 202.83.54.97-202.83 54110
For 5 computers, ‘
5 = 2 no. of host bits — 2
* 0. of host bits =3
Now, new subnet mask becomes

nRK LAYER 135l
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11111111.11111111_.1111

ie., 255.255.255.248
Subnet id = 256 - 248=8

"Range=d

1111.11111000/29

ifference of 8 (i.e. 0,8, 16,32, ., 112,120, )

Network address= 202.83.54.112
Broadcast address=202.83.54.1 19

Usable host range= 202.83.54.113-202.83.54.118

No.of | Network | UsableHost Broadcast m
Computers| Address Range Address
29 20283540 | 202.83541- | 202.83.54.31 (255255555,
; 202.83.54.30 _
23 | 202835432 | 202835433 | 202.83.54.63 (2552552557,
-202.83.54.62
15 502835464 | 2028354.64- | 202.83.54.95 |255.255.2552,
202.83.54.94 ,
14 | 202835496| 202.8354.97- |202.83.54.111 [255.255.25524
' 202.83.54.110
5 202.8354.11 | 202.83.54.113- | 202.83.54.119 |255.255.255.245
2 202.83.54.118

2.  Banijya bank need to allocate 15 IPs in HR department;
: 30 in finance department, 24 in customer care unit and
25 in ATM machines. If you have one network of class(

range public IP address. Describe how you will managé
[2069 Chaitre]

it.

Solution:

Let the network address be 200.10.10.0/24 (class C publ_
IP). We will perform the subnetting to allocate the requiré |

number:of IPs in different departments.

First, we start with the department tha
maximum no of |Ps, ‘

In the finance depamnent. we need 30 IPs.
We have,

Maximum number of hosts = 2 no.of host bits — 2

t needs the :
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or,30=2 n0. of host bt _ )
+ No. of host bits =5
- gubnet mask becomes,
.11111111.11111111.11111111.11100
e 255.255.2_55.224
gubnet id = 256-224 =32,
pange =0, 32,64, ...
Network address = 200.10.10.0
Broadcast address = 200.10.10,31
U;able_hOSt range = 200.10.10.1-200.10.10,30
In ATM machines, we need 25 [ps,
No. of host bits = 5
So, the subnet mask becomes
11111111.11111111.11111111.11100000/27

000/27

. ie, 255.255.255.224 -

Subnet id = 256-224 = 32
Range =0, 32, 64,...
Network address = 200.10.10.32
Broadcast address = 200.10.10.63
Usable host range = 200.10.10.33-200.10.10.62
In customer care, we need 24 IPs.
No. of host bits =5
So, the subnet mask becomes‘
11111111.11111111.11111111.11100000/27
le, 255.255.255.224
Subnet id = 256-224 =32
Range = 0, 32, 64, 96...

- Network address = 200.10.10.64

Broadcast address = 200.10.10.95
Usable host range = 200.10.10.65-200.10109%

',Fina"y' the HR department needs 15 IPs.

T

15 = 2.no. of host bits — 2

N

i
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-no. of host bits = 5

k becomes

So, the subnet mas .
11111.11100000/27

11111111.11111111.111
i.e., 255.255.255.224
Subnet id = 256-224 = 32
Range=[l,32,64.96,128, "
Network address = 200.10.10.96

Broadcast address = 200.10.10.127
e =200.10.10.97-200.10.10.126

Usable host ran
No.ofIP | Network Usable Host Broadcast Subnetmask
needed Address Range Address

0 | 20010100 20010001~ | 200101031 [255255 255
200.10.10.30

25 |200.10.1032|. 20010.1033- | 200.10.10.63 |255.255.255 7,
200.10.10.62

- - _|B
24 200.10.10.64| 200.10.10.65- | 200.10.10.95 |255.255.255 73

200.10.10.94

15 200.10.10.96| 200.10.1097- [200.10.10.127 [255.255.255.24
200.10.10.126

3. A large number of consecutive IP addresses are |

available. at 202.70.64.0/19. Suppose that four
organizations A, B, C and D request 100, 500, 800 and
400 addresses respectively, how the subnetting can be

performed so that address wastage will be minimum?
(2070 Magh, 2073 Shrawa)
_______—-"

Solution:
Given IP: 202.70.64.0 /19
Given mask:
255.255.224.0 (11111111.11111111.11100000.00000000)/17
We have,
Maximum number of hosts = 2 no. thu-ﬂ bits — 2
For 800 addresses,
800 = 2 no.ofhost bits _ 2
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4 no. ol host bits = 10

Now, new subnet mask beco, -

11111111.;1111111.11111100,000
.2 255.255.252.0

subnet id = 256-252=4

pange = difference of 4 (je, 0 4,
Network address = 202.70.64,9
B roadcast address =202.70.67.2 55

ysable host range = 202.70.64.1. 202,707, 54

For 500 hosts,
500 = 2 no. of Host bits _ 2

~ No. of host bits =9

000007,

---- 64,68

Fony

* Now, new subnet mask becomes

11111111.11111111.11111110.00000000}23
ie, 255.255.254.0
Subnet id= 256-254=2

. Range = difference of 2

Network address =.202.70.68.0
Broadcast address = 202.70.69.255
Usable host range = 202.70.68.1- 202.70.69.254
For 400 hosts,

No. of host bits =9
Now, new subnet mask |
_11111111.11111111.11111110.00000000/23
ie, 255.255.254.0
Subnet id = 256 - 254 = 2
Range = difference of 2
Network address = 202.70.70.0
Broadcast address = 202.70.71.255
Usable host range = 202.70.70.1- 202.70.71.254
For 100 hosts,

100 = 2 no.of hostbits — 2

I. \ No. of host biw
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Now, new subnet mask becomes
11111111.1111111 1.11111111.10000000/25

e, 255.255.255.128

Subnet id = 256 - 128 =128

Range = 0,128

Network address = 202.70.72.0

Broadcast address = 202.70.72.127

Usable host range = 202.70.72.1- 202.70.72.127

Network | UsableHost | Broadeast | _  ~~f
Organization| 445 Range Address sub“‘“’ﬂask,!
C (800) 20270640 20270641~ |202.70.67.255 (2552557577 J

202.70.67.254 ‘ ’ [
B (500) 202.70.68.0 |202.70.68.1- 202.70.69.255 255.255.254_[}
202.70.69.254 !
D (400) 20270700 [20270.70.1- |202.70.71.255 zm
202.70.71.254 ‘ |
A(100)  [20270720 |20270.72.0- |202.70.72.127 |255.255.255 17
202.70.72.126

4. A large number of consecutive IP addresses are
available starting at 192.122.2.1. Suppose that four
organizations Pulchowk, Thapathali, WRC, and ERC |
request 6000, 2000, 4000, and 2500 addresses |
respectively. Design the network and find the first valid
IP address, last IP address and mask in x.y.z/s notation
for each organization, [2070 Bhadﬁl

Solution:

Given IP: 192.122.2.1 (starting address]
We have,

‘ Maximum number of host = 2 no. of host bits —
" For 6000 addresses,
6000 = 2 no. ofhost bits _ 2
“ No. of host bits = 13 .‘
Now, new subnet mask Ije'cor;1es
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.

11111111.'11111111.11100000OU

(¢, 255.255.224.0 g
gubnet id= 256-224=37
pange = difference of 32 (ie, 0, 32,64

since the available Starting |p 19 1;
22,

Ca]culate the network 3ddl"ess of the € given | 1,
enlp,

ANDIng 192.122.2.1 with 255.255.2240
address as 192.122.0.0. - W Bet ety

Network address = 192.122.00

Broadcast address = 192,122 31 755
Usable host range =192.122.21.19p 12231254
For 4000 addresses,

4000 =
~No. of host bits = 12
Now, new subnet mask
=111111 11.11111111._1111[]000.000[)0000/20
ie, 255.255.240.0
Subnetid = 256 - 240=16
Range = 0,16,32,48,64,..
Network address= 192.221.32.0
Broadcast address=192.221.47.255
Usable host range= 192.221.32.1-192.221.47.254
For 2500 addresses,
' No. of host bits = 12

Now, new subnet mask becomes

11111111.11111111.11110000.00000000/20
ie, 255.255.240.0
Subnet id = 256 - 240 = 16
Range = difference of 16
NetWork address = 192.221.48.0
Broadeast address = 192.221.63.255

We nEE‘d to

2 na.ofhcstbi:s =)

141
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Usable hostran

For 2000 addresses,
2000: 2 no. of bost bits — 2

= No. of host bits = 11

Now, new subnet mask becomes

ge = 192.22149.1-192.221.63.254

1111111 1.11111111.11111000.00000000/21

ie., 255.255.248.0
Subnetid = 256-248=8

Range = difference of 8

Network address = 192.221.64.0
Broadcast address = 192.221.71.255
Usable host range = 192.221.64.1-192.221.71.254

Organization | Network | UsableHost | Broadcast | SubnetMag]
Address Range Address

Pulchowk (19222100 |19222121- [192.221.31.255|255.255.2240/5

(6000) 192.22131.254 .

WRC(4000) [192.22132.0(192.22132.1- |192.221.47.255|255.255.2400/21
192.221.47.254 .

ERC(2500)  [192.221.48.0(192.22148.1- (192.221.63.255|255.255.240.0/2
192.221.63.254

Thapathali  |192.221.64.0192.22164.1- |192.221.71.255|255.255.2480/1)

(=000 192.221.71.254 ]

e

5. How can you dedicate 10,12,8,14 public IP addresses
department A, B, C, and D respectively from the pool d
class C with minimum losses of IP? Explain.

itré
[2070 Chalr)

Solution:

Suppose the IP be 190.16.0.0/24
We have,
Maximum number of hosts = 2 no. ofhost bits — 2
For 14 addresses,
14 = 2 ro.ofhostbits _ 9
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_/

~No.of host hjts - 4
Now, new subnet mask
L 111111 L1111 3y
L8 255.255.255.240

subnet id =256 -240 =14

Mtiggyg

‘range = difference of 4 (i, g 14 32

Netwﬂfk address = 190.16.0g
groadcast address = 190.16:0.] 5
Usable host range = 190.16.0.1-190.15,0_1;
For 12 addresses,

12= 2 no.ofhosthits _ 5

~No. of host bits = 4
Now, new subnet mask becomes
11111111.11111111.11111111.11110009 5
i.e, 255.255.255.240
Subnetid =256 - 240 =16
Range = difference of 4 (i.e,, 0,16,32, .)
Network address = 190.16.0.16
Broadcast address = 190.16.0.31
Usable host range = 190.16.0.17-190.16.0.30

For 10 addresses,

No. of host bits = 4
Now, new subnet mask becomes
1111112.11111111.11111111.11110000/28
ie, 255.255.255.240
Subnet id = 256 - 240 = 16
Range = difference of 4 (i.e. 0,16, 32,48.-)
Network address = 190.16.0.32
Broadcast address = 190.16.0.47

Usahye host range = 19[].16.0.33-1‘30.16-Uv46 |

NETWORK

Scanned with CamScanner



For 8 addresses,
No. of host bits = 4

Now, new subnet mask

11111111 11111111 1111111111

i.e, 255.255.255. 240

Subnet id = 256 - 240=16

Range = difference of 4 (ie, 0,16,32,48,64, ..)

Network address = 190.16.0.48

Broadcast address = 190.16.0.63
Usable host range = 190.1 6.0.49-190.16.0.62

110000/28

ANDINg

10000010.00101101,00000[}000
130.45.0.0 is the SUbnetaddres,. 00004,

" erical solution:

suppose [P be 192.168.0.0 /24
Given_maskz

255.255.224.0 (1111111111111 47,

We have, 1110595005, /19
Maximum number of hosts = 2 r.cft.s,,
For 28 addresses, B

Departme- | Network | UsableHost Range Broadcast| S 28 = 2 no.of hostbj
b . ost birs _
nt Address Address B ' - No. ofh ' bi E
D(14) 190.16.0.0 {190.16.0.1-190.16.0.14 |190.16.0.15 25?2_'5_5';_.‘3:; i sub;; . ostbits=5
g (12) 190.16.0.16{190.16.0.17-190.16.0.30 | 190.16.0.31 255_21_55_;.'?; 1 ; et mask becomes
(10) 190.16.0.32]190.16.33-190.16.0.46 |190.16.0.47 | 255,255,257 252 e 11100000/27‘
D(8) 190.16.0.48{190.16.0.49-190.16.0.62 | 190.16.0.63 255.25555;; ie, 255.255.255.224
=3 Subnet id = 256 - 224 = 32

6, What is subnet masking? If )

which require 27, 28, 7 EZ 8 ;I:Jesrl:: ra:e::esct?:plamnmfm Range = difference of 32 (i.e, 0,32,64,..)

2 i ely. Desigy Netw =
sutrrﬁsuh“et with minimum loss of IPs and write the 2 addres.s e
ng and ending address of each subnet. Broadcast address = 192.168.031
= : [2071 Mag] Usable host range = 192.168.0.1-192.168.0.30
lution: For 27 hosts,

. subnetwork address from an IP address when subnetting

Esi:z:et masking extracts the network address from a7 rg
ess when subnetting is not used. It. extracts the

used.

F .
sslz'n:)t(a: pl;:, a packet addressed to 130.45.3456 il
address hays b12n55 255.0.0, we will extract the subne™’
subnet mask. ary AND operation given IP address &

P
:10000010.00101101.00100010.00111000

No. of host bits =5
Now, new subnet mask becomes
11111111.11111111.11111111.11100000/27
255.255,255.224
Subnet id = 256 -224 =32
Range = difference of 32 (i, 0, 32,64 -
Network address = 192.168.0.32
Broadcast address = 192.168.0.63

Usable host range = 192.158.0.33-192.168.0.62

M .
ask: 11111111.11111111.00000000.00000000

oY
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For 12 hosts,

1!;'1‘1,'3"",],‘95'1'..‘." nee = 192.168.04; %

No. of host bits = 4 e Network Usable 1, ¢l i
plzatlon - aAddress Range | Proadeny T
Now, new subnet mask B o - Addyy.

- 11.11111111.11110000/28 —7p | 19236800 | 1921690y 00 | Magy ]
= 1111111 L1111 1111, . : ] 1921003 | VRN g
e, 255.255.255.240 gy 19268032 9216003 | |
Subnetid = 256 - 240 = 16 19216906, | "' :
Range = difference of 16 (0,16, 32, 48, 64,80, ...) 12 192.168.064 | 192167045 | P Y

Network address = 192.168.0.64
Broadcast address=192.168.0.79
Usable host range = 192.168.0.65-192.168.0.78

For 8 hosts,
B=2 no. of host bits - 2

o —
: L/fa"""“ 192.168.0.80 | 192168057,

| I'IZ‘;;:.‘,': H
192.168094 |

e e ——

7 |192.168.096| 192168097 | o770t

7 ]
-192.1680.110 |

You are given the Hﬁ,—;fn_,,;,i'n‘g“";&;& :

= No. of host bits = 4 A "
e 3 10.10.10.0/24. You have to assign addresses s?f‘:
Now, new subnet mask becomes departments with the following hosts 5, 15 3, m; x
11111111.11111111.11111111.11110000/28 respectlvely. Perform the subnetting in such 2 way that
the IP address wastage in each department is minime:
. WU
M ERASIZERE0 Also find out the subnet mask, network iddres:
Subnet id = 256 - 240 = 16 broadcast address, and unassigned rangs in it
Range = difference of 16 (0, 16, 32, 48, 64, 80, ...) department. [2071 Chaitral
Network address = 192.168.0.80 Solution:

Broadcast address = 192.168.0.95
Usable host range = 192.168.0.81-192.168.0.94

Given IP: 10.10.10.0/24
Given mask:

111111t coteeeat 24
For 7 hosts, 255.255.255.0 {11]11111.11111{11 11
B= 2 neof hustbits _ 2 We have,
i — 7 po of hast Bits = 7
= No. of host bits = 4 Maximum number of hosts = 2
For 27 addresses,

Now, new subnet mask becomes
IIT11110.11111111.11111111.11110000/28
lLe,255.255.255.240

Subnet id = 256 -240 =16

Range = difference of 16 (0, 16, 32, 48, 64, 80, ...)
Network address = 192.168.0.96

Broadcast address = 192.168.0,111

27=2 no. of host bits — 2

~ No. of host bits =5
Now, new subnet mask becomes o
11111111.11111111.11i11111.1uecﬂt‘1’--'3
Le, 255.255.255.224

j
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§ Subnet g = 256 - 224 =32 -
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Range = difference of 32 {1.€., Y, 3£, 0% «}
Network address = 10.10.10.0

Broadcast address = 10.10.10.31
Usable host range = 10.10.10.1-10.10.10.30

For 23 hosts,

No. of host bits =5
Now, new subnet mask becomes
11111111.11111111.11111111.11100000/27

i.e, 255.255.255.224

Subnetid =256 - 224 = 32

Range = difference of 32 (i.e., 0, 32, 64, ...)
Network address = 10.10.10.32

Broadcast address = 10.10.10.63
Usable host range = 10.10.10.33-10.10.10.62

For 16 hosts,
No. of host bits = 5
Now, new subnet mask becomes
11111111.11111111.11111111.11100000/27
i.e, 255.255.255.224
© Subnetid = 256 - 224 = 32
Range = difference of 32 (i.e., 0,32,64,96...)

Network address = 10.10.10.64
Broadcast address = 10.10.10.95
Usable host range = 10.10.10.65- 10.10.10.94
For 5 hosts,
5= 2 no.of hostbits _ 9
« No. of host bits = 3
Now, new subnet mask blecomes
11111 111.11111111.1111111_1.11111000/29

i.g., 255.255.255.248
_—-—-"/
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qubnetid =256-248=g
Range =Idifference of 8

N etwork address = 10.10, 10.96

proadcast address = 10.10.10.193

Usable host range = 10‘““f’-97’-10.10.10.102

Network Usable H
F’ - Address Range A”g:dmst Suhnemask
R T e | Fess
/‘—-‘-—_
27 1010100 [10.10.10.- 010103 [y
10.10.10.30 5255255224
23 (10101032 10101033 193, 5= ]
10.10.10.62 528524
_‘-""—-—__—- _—_—ﬁ_—__—__-_-—‘—
16 |1010.10.64 [10.10.10.65- 10101095 [755 25500
10.10.10.94 SR
—_|__—_—_‘——-—_.
5 [10101096 110101097 Ti01010105 ey
10.10.10.102 '
-

- 8. Design IPv4 sub network for an organization having 16,

48, 61, 32, and 24 computers in each department, Use
192.168.5.0/24 to distribute the network. [2072 Magh]

- Solution:

Given IP: 192.168.5.0
Given mask:
255.255,255.0 (11111111.11111111.111 11111,00000000)/24
We have, :
Maximum number of hosts = 2 ™ of hostbik -~ 2
For 61 computers,
61= 2 no.of host bits — 9
~No. of host bits =6
Now, new subnet mask becomes -
1111111.11111111.11111111.11000000/28

L€, 255,255 255 192

SUbnet iq = 256 - 192 = 64
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TP,

Range = difference of 0% 1€+, &, &% 255 =]
Network address = 192.168.5.0
Broadcast address = 192.168.5.63 ;

Usable host range = 192.168.5.1-192.168.5.62

For 48 computers,
No. of host bits = 6 _
Now, new subnet mask becomes _
11111111.11111111.11111111.‘11009000/26
ie, 255.255.255.192
‘Subnet id = 256 -192 = 64 _
Range = difference of 64 (i.e., 0, 64, 128, i)
Network address = 192.168.5.64.
Broadcast address = 192.1685.127
Usable host range = 192.168.5.65-192.168.5.126
For 32 computers, ‘
. No.ofhostbits=6
Now, new subnet mask becomes
+11111111.11111111.11111111.11000000/26
i.e, 255.255.255.192 - '
Subnet id = 256 - 192 = 64 '
Range = difference of 64 (i.e., 0, 64, 128, ...)
Network address = 192.168.5.128
Broadcast address = 192.168.5.191
Usable host range = 192.168.5.129-192.168.5.190
For 24 computers, '
No. of host bits = 5
Now, new subnet mask becomes
11111111.11111111.11111111.11100000/27
i.e, 255.255.255,224 '
Subnet id = 256 - 224 =32 . '
Range = difference of 32 (i.e., 0, 32, 64, .....)

NeMOI'n allilibaa = 1LJ4.1 68-5.192
groadcast address = 192-168_-5'223
Usabl‘? host range = 192-168.5_193_
For 16 computers,

No. of host bits = 5
NOW--HGW subnet mask becomeg
11111111._11l11111.11111111.111[10
e 255.255.255.224
Subnet id = 256-224=32
Range = difference of 32 (i, 0,37,¢4, |
Network address = 192.168,5.224
Broadcast address = 192.168.5,255
Usable host range = 192.168.5.225-192,158.5‘25 4

{100/27

G
nization| Network - | Usable Host Broadca
g _Address -_Range Addres.sSt I
i 192.168.5.63 '
8 (192168564 [192.168565- 1921685127 |35 2557800
192.168.5.126
32 192168.5.128|192.168.5.129- [192.168.5.191 |255.255 255192
: 192.168.5.190
24 192.168.5.192192.168.5.193- |192.168,5.223 |255.255.255.224
. ] - 192.1685.222 | .
16 192.168.5.224192.168.5.225-  |192.168.5.255 [255.255.255.224
==t I 192.168.5.254

f 3 sﬂlmi'i'l'l:

Design a network for the Institute of Engineering
Central Campus, Pulchowk having 5 departments
having 45, 35, 40, 23, and 30 computers in their
Téspective network by allocating public IP to each

““Mmputer with minimum losses. Assume IP by Y‘“"'SEV'
' [2072 Ashwin]

; | _
UPPose public [P be 200.10.10.0/24
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i

: Maximum number ofhost — & SI e WAL LA R .

For 45 computers,
45 = 2 no. of hostbits — 2
= no. of host bits =6

Now, new subnet mask becomes -
1111111111 111111.11111111.11000000/26

i.e., 255.255.255.192

Subnet id = 256-192 = 64

I Range = difference of 64 (i.e., 0, 64,128,...)
Network address = 200.10.10.0 ‘
Broadcast address = 200.10.10.63

Usable host range = 200.10.10.1-200.10.10.62
For 40 hosts, '

no. of host bits=6
Now, new subnet mask becomes _
11111111.11111111.11111111.11000000/26
ie,255.255.255.192
Subnet id = 256-192 = 64
Range = difference of 64 (i.e. 0, 64,128, ..)
Network address = 200.10.10.64
Broadcast address = 200.10.10.127 -
Usable host range = 200.10.10.65-200.10.10.126
For 35 hosts,
no. of host bits = 6

Now, new subnet mask becomes
11111111.11111111.11111111.11000000/26
i.e,, 255.255.255.192

Subnet id = 256-192 = 64
Range = difference of 64 (.., 0, 64,128, ...)
Network address = 200.10.10.128
Broadcast address = 200.10.10.191

ysable host range = 200.10_1().129

For3

0 hosts,
no.ofh

ost bits = 5

Now, new subnet mask becomes

11111111.11111111.11111111_1110

. g 255.255.255.224
gubnet id = 256-224 = 32
- Range =0, 32, ......192,224,
Network address = 200.10.10,197
Broadcast address = 200.10.10,223
Usable host range = 200.10.10.193-200.1,19 5,
For 23 hosts,
no. of host bits = 5
Now, new subnet mask
. 11111111.11111111.11111111.111[]0[]00/27
ie, 255.255.255.224
Subnetid = 256-224 = 32
Range =0, 32, ......192,224,
Network address = 200.10.10.224
Broadcast address = 200.10.10.255
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‘
200'10-10.190

000027

___ Usable host range = 200.10.10.225-200.10.10.254

Organization| Network Usable Host | Broadcast | SubnetMask
— | Address Range Address |
e 200.1010.0 |200.10.101-  |200.10.1063 [2552552551%
| 200101062 | |
0 : 77 [255.255.255.192
200.10.10.64 |200.10.10.65-  |200.10.10.127 |25
e —— 2001010126 | | —
? 20010.¢ 191 |255.255.255.192
200.10.10.128(200.10.10.129-  |200.10.10.
I
w ———1_ ]20010.10.190 PPy e
200.10.10.192|200.10.10.193-  [200.1030%
: ———--__-__%,_—-——5'5‘
\Jzoo'lﬂ-lo.zz‘i 200.10.10.225- |200.10.102
v \-_—_-__‘—.‘-

NETWO
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;B"““F;plan"htmlwdyou can allocate 302425 oy
addresses to the four different departmeny, q" \
company with minimum wastage. Speclfy th,, Vs by
|P addresses, Broadcast Address, Network Aq rlr‘—,,..‘": i
Subnet mask for each department form “":, .':u

address pool 202.77.19.0/24. ) lfﬁi) it ey

S —

Solution:
Given IP: 202.77.19.0
Given mask:
255.256.255,0 (11111111111 111111111111 1.(}00000(}0}/24

We have,
Maximum number of hosts = 2 po-ofhostbits — 2

For 30 addresses,
30 = 2 no- of host bits — 2
~.no.ofhosthits=5
Now, new subnet mask becomes
11111111.11111111.11111111.11100000/27
i.e, 255.255.255.224 '
Subnetid = 256-224 = 32
Range = difference of 32 (i.e., 0, 32, 64, ...)
Network address = 202.77.19.0
Broadcast address = 202.77.19.31
Usable host range = 202.77.19.1-202.77.19.30

For 25 hosts,

25= 2 ne.of hostbits — 2

~no. of host bits=5
Now, new subnet mask becomes
11111111.1111111.1.11111111;11100000/27
i.e, 255.255.255.224
Subnet id= 256-224=32
Range = difference of 32 (i.e., 0,32,64,..)

1154} INSIGHTS ON COMPUTER NETWORKS .

d“ra]

Netw”r k ad
Hmzxd‘iﬂ”'t a
(sable f
for 24 hosts,

HUW: ne

dress = 202.77,1%9,4y
ddress = 202,774 64

no. of hostbits = §

w subnet mask becorpes

Jost range = 202.77,1959.90 ..
’ / /.-M.?J'J'Jf;?f

11111 11441111114 1“”1.1110(}000/27
e 256.255.255.224

subne

Range
Ne[Wﬂ rk

¢id = 256-224 =32
= difference of 32 (i.e, 0,32, 64, )
address = 202.77.19.64

proadcast address = 202,77.19.95
Usable host range = 202.77.19.65-202.77.19.94

For 20 hosts,
no. of host hits =5

Now, new subnet mask becomes

11111111.11111111.11111111.11100000/27
ie,255.255.255.224

Subnet id = 256-224 = 32
Range = difference of 32 (i.e., 0, 32, 64, ...)

Network address = 202.77.19.96

Broadcast address =202.77.19.127

Usable host range = 202.77.19.97-202.77.19.126

lzation| Network Usable Host Broadcast | SubnetMask
I Address Range Address
20277190 |202.77.191-  |202.77.19.31 [255255.255.224
202.77.19.30
202.77.19.32 |202.77.19.33- |20277.19.63 |255.255255.224
202.77.19.62 o]
202.77.19.64 |202.77.19.65-  |202.77.19.95 755.255.255.2
202.77.19.94
T s s
202.77.19.96 |202.77.19.97- |202.77.19.127 255.230-
L |20277.19.126 J_’J_’J/’J

_/
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en the 1P nddress block 20{;{?5
t for 49, 27, 11, and 45 hosts gy, %t
age is minimum. Find syp,, . lpsu

11 k\'tm are ;.i\'
Design the subne
that IP address wast
network ID, broa
IP range | in em.h de

Sulutiun |
Given 1P: 201.40.58.0

[&.0?3 Ma;;}i

Given mask:
255.255.255.0 (11111111.11111111.11111111,0000000p) /24

We have,
Maximum number of hosts = 2 no-crhestbits - 2

For 49 addresses,

49 = 2 na of host bits — 2

=no. of host bits = 6
Now, new subnet mask becomes
11111111.11111111.11111111.11000000/26
i.e, 255.255.255.192
Subnetid = 256-192 = 64
Range = difference of 64 (i.e., 0, 64, 128, ...
Network address = 201.40.58.0
Broadcast address = 201.40.58.63
Usable host range = 201.40.58.1-201.40.58.62
For 45 hosts, |

no. of host bits = 6
Now, new subnet mask becomes
11111111.11111111.11111111.11000000/26
ie,255.255.255.192
Subnet id= 256-192=64
Range = difference of 64 (i.c,, 0, 64,128, ...)
Network address = 201.40.58.64
Broadcast address = 201.40.58,127

1156 | INSIGHTS ON COMPUTER NETWORKS

dm%t 1D, m:e.igned IP and Ungg as[\

ysable host range = 20140 5g 65-201 4

por 27 hosts, ‘58-126
27 = 2 no.ofhost bigs _ =2
~no. of host bits = g
ow, new subnet mask becopeg
4111111111111, 111111111110{;000),?_7

i.e., 255.255. 255.224
subnet id = 256-224 =32
pange = difference of32 (ie, 0,32, 64,..)
Netwm‘k address = 201.40.58.128
proadcast address = 201.40.58.159
Usable host range = 201'40'58'129‘201-40.58.153

For 11 hosts,
no. of host bits = 4
Now, new subnet mask becomes
11111111.11111111.11111111.11110000/28
i.e, 255.255.255.240
Subnetid = 256-240 =16
Range = 0, 16, .....128,144,160,176
Network address = 201.40.58.160
Broadcast address =201.40.58.175

Suppose we have 4 departments A, B, Ca
hosts, 16 hosts, 29 hosts and 11 hos
are given a network 202.70.91.0
Subnetting in such a way that the IP 2

Usable host range = 201.40.58.161-201.40.58.174
(rganization Network Usable Host Broadcast | SubnetMask |
i , Address Range Address |
49 20140580 |20140.581-  |201.405863 |2552552551%2,
201.40.58.62 ;
45 201.40.58.64 (201.40.58.65- |201.40.58.127 zss.zss.zss,m‘
= | 201.40.58.126 NS m—
' 201.40.58.  |201.40.58.129- |201.40.58.159 255.255.255224
128 201.40.58.158 L ——
u 201.40.58.160|201.40.58.161- [201.40.58.175 zss.zss.zs;,zm;
Q 2014058174 | L ———
N —
2, nd D having 25

ts respectively: m
/2 4. Perform
ddress wastd

ge in
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T,

each department is minimum and find out p,

mask, network address,

Solution:
Given IP: 202.70.91.0 J24

Given mask: 255.255.255.0
11111111.1111 1111.11111111.00000000/24

We have,
Maximum number of hosts = 2 po-ofhostbits — 2

For 29 hosts,
29 = 2 no.of hostbits — 2

=no. of host bits =5
Now, new subnet mask becomes
© 211111111.11111111.11111111,11100000/27
ie, 255.255.255.224
Subnet id = 256-224 =32
Range =0, 32, 64, ...
Network address = 202,70.91.0
Broadcast address = 202.70.91.31
Usable host range = 202,70.91.1- 202.70.91.30
For 25 hosts,
no. of host bits =5
Now, new subnet mask becomes
11111111.11111111.11111111.11100000/27
ie, 255.255.255.224
Subnet id = 256-224 = 32
Range=0,32,64, ...
- Network address = 202.70.91.32
Broadcast address = 202.70.91.63

Usable host range = 202.70.91.33- 202.70.91.62
For 16 hosts,

no. of host bits =5

- 1158] INSIGHTS ON COMPUTER NETWbRKS '

broadcast address, ang ~‘>‘u];.,]El
_ [20730.
a:ba

host range in each department. 3

NowWs new subnet mask becomes
1111111.11111111.11111111.11100

255.255.255.224

etid= 256-224=32

Range = 0, 32, 64,96 ...

Net‘WUrk address = 202.70.91.64

groadcast address = 202.70.91.95

ysable hostrange =202.70.91.65. 202 79,4, o,

For 11 hosts,

no. of host bits = 4

Now, new su bnet mask becomes

11111111.11111111.11111111.11110000 8

ie, 255.255.255.240

subnet id = 256-240=16

Range = 0, 16,32,64,96,112, ...

Network address = 202.70.91.96

Broadcast address = 202.70.91.111

Usable host range = 202.70.91.97- 202.70.91.110

000/27
.8
subn

l ' No.of | Network Usable Host Broadcast Subnet Mask
Hosts | Address Range Address
29° | 202.70.91.0 202.70.91.1- 202.7091.31 |255.255.255.224
: 202.70.91.30
25 | 202709132 | 202.70.91.33- | 202.70.91.94.63 |255.255.255.22¢
: ©202.70.91.62
16 |202.70.91.64 | 202.70.91.65- 202.70.9195 |255.255255.224
_ : 202.70.91.94
[ ———
L 202709196 | 202.70.91.97- | 2027091111 (255255255240
} 82 e o 202.70.91.110 I
_1 . Thp 4,
e Design a network for 5 departments containing 29,1
rk example IP

15, 23, and 5 computers. Take a netwo

| b 202'83-5‘1-.91/25. [2075 Ashwin]
f“‘"tlun:' ‘
 Given [p: 202,83.54.91
Given Mmask: _ v

255'255'255-123(11111111.11111111.11111111.100

ORKLAYER |19
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2.83.54.91 with 255.255 255

i 0
AND operation of 2 '
the network address 1.€. 202.83.54.0

We have,
Maximum n

For 29 computers,
29 =2 no of host bits — 2

~no. of host bits =5
Now, new subnet mask becomes
11111111.11111111.11111111.11100000/27
ie, 255.255.255.224

Subnet id = 256-224 = 32
Range = difference of 32 (i.e. 0,32,64,...)

Network address = 202.83.54.0
Broadcast address = 202.83.54.31
Usable host range = 202.83.54.1-202.83.54.30
_ For 23 computers, ! Be T
no. of host bits = 5
Now, new subnet mask becomes
11111111.11111111.11111111.11100000/27
i.e, 255.255.255.224 '
Subnet id = 256-224 = 32
Range = difference of 32 (i.e, 0,32, 64, .....)
Network address = 202.83.54.32
Broadcast address = 202.83.54.63
Usable host range = 202.83.54.33-202.83.54.62
For 15 computers,
15 = 2 no.of host bits _ 2
. <no. of host bits = 5
Now, new subnet mask becomes
11111111.11111111.11111111.11100000/27
i.e, 255.255.255.224
Subnet id = 256-224 = 32
Range = difference of 32 (j.e,, 0,32, 64,.....)
Network address = 202.83.54.64

umber of hosts = 2 no-efhestbits — 2

1160} INSIGHTS ON COMPUTER NETWORKS

roadcast address = 202.83.54-_95
host range =_202.B3.54.65~202 8

Usable

For 14 computers, ‘
. 14=2nn.ofhostbits__2

~no. of

NOW; ne

host bits = 4

w subnet mask becomes

35494

1111111111111 41130995

gubnet i

d=256-240 =16

pange = difference Qf32 (ie. 0,16,32,...96,112,.....]
vetwork address = 202.83.54.96
proadcast address = 202.83.54.111 ,
Usable host range = 202.83.54.97~202.83.54.110

For 5 computers,

5= 2 no. of host bits — 2 -

" .no. of host bits = 3

Now, new subnet mask becomes
11111111,11111111.11111111.11111000/29
ie,255.255.255.248

Subnetid = 256-2

48=8

Range’= difference of 8 (i.e, 0,8, 16, 32, ...112, 120, ....)
Network address = 202.83.54.112
Broadcast address = 202.83.54.119

dglgggost range = 202.83.54.113-202.83.54.118

/

! 202.83.54.112
1 202.83.54.118

| No.of Network Subnet Mask
‘&EEL-.'EES_ Address Usanzgl;ost B;::g:::t

| P [20283540 |20283541- |202835431 |255255.255192
? 202.83.54.30 -
202835432 |202.83.54.33- |202.83.54.63 |255.255255.192
\“1;*%-______ 202.83.54.62 ——
: 2028354.64 |202.83.54.64- |202.835495 (255255255192
TR_____ 202.83.54.94 — ]
\\202'33-54.96 202.83.5497- |202.83.54111 (255255.25522% |
5 202.83.54.110 _______..——————:z—j
202.83.54.113- |202.83.54.119 (25525535525

T S
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for 24 computers,
24= 2 no.of hast bits _ 2

= no. of host bits = 5

——————— < four departments having 20, 3,~~_ |
. ompany has four depa - 820,32 >
14 ’2‘ : conl:pu{ers in their respective departmen;g, ;‘30, ang |
an IPv4 class C public network address apg des‘i' ™

ach department from the i Bn

address blocks for e
[P network using VLSM. Include network adu:n“d
broadcast address, usable IP range, and subpq, o

for each of the subnet. [207\63}]&?5];

ow, NeEW subnet mask becomes
11111111.11111111.11111111-1110
i.en 255.255.255.224
netid = 256-224 =32

0000727

Sub

Solution:
Let's suppose class C -public network addregg b pange = difference of 32 (i.e, 0,32,64,9¢ 128
200.10.10.0/24 ° Network address =202.10.10.128 160...)
We have, : proadcast address = 202.10.10.159
Maximum number of hosts= 2 no.of hostbits _ 2 ysable host range = 202_10_10.129_202‘10 o
For 60 computers, For 20 cOMPpUers, .10.158

20= 2 no. of host bits 2
~no.of host bits =5
Now, new subnet mask becomes
1111‘1111.11111111.11111111.11100000/27
ie, 255.255.255.224
Subnet id = 256-224 = 32
Range = difference of 32 (i.e,, 0,32,64,96,1 28,160....)
Network address = 202.10.10.160
Broadcast address = 202.10.10.191
Usable host range = 202.10.10.161-202.10.10.190

60 = 2 no-of hostbits — 2

~no. of host bits =6
Now, new subnet mask becomes
11111111.11111111.11111111.11000000/26

i.e, 255.255.255.192

Subnet id = 256-192 = 64

Range = difference of 64 (i.e, 0, 64, 128, .....)
Network address = 202.10.10.0

Broadcast address = 202.10.10.63

Usable host range = 202.10.10.1-202.10.10.62

For 32 computers No.of Network | Usable Host Range

) Broadcast | SubnetMask |
32 = 2 no.of host bits — 2 : f—"ﬂ@ Address : B e || T |
_ 20210100  |202.10.10.1- 202101063  [255255255.192 |
=~ no. of host bits = 6 F : 202.10.10.62 5
N semnitina mesithneqmas E 202.10.10.64 ggza 0.10.65- 2021010127 (255255255192 |
sl 2.10.10.126 !
; _
_11111111»11 111111.11111111.11000000/26 : 2021010128 [202.10.10.129- 2021010159 |255235.255.224 |

i.e, 255.255.255.192 ' by ——— [20210.10.158
Subnet id = 256-192 = 64 . 20210.10.160 |202.10.10.161- 202.10.10.151 |255.255.255.224 |

N ; 202.10.10.
Range = difference of 64 (i.e. 0, 64, 128, .....) 5 e —

address of
t for five
10 no

g:g';‘:,se your company has leased the IP
diffe -94.0/24 from your ISP. Divide i
€rent departments containing 50, 30, 25, 12
9Sts. There are also two point to point links 0;1('

E 1y }

"@mj between routers. List out the networ
____—.__._——'"—-

; 1163]

Network address = 202.10.10.64
Broadcast address = 202.10.10.127
Usable host range = 202.10.10.65-202.10.10.126

-
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st aadress, Madiiat =“1(lr
r each subnet. Also ment ra"gl

ess of 222.70, 940 o N*u'
; El\e

dc1

unused range ©
We have the given- IP addr
mask is /25.

We know,
Maximum numb

For 50 computers,
s0=2m of host bits = 2

=no. of host bits =6

Now, new subnet mask becomes,
11111111.11111111.11111111.11000000/26

ie, 255.255.255.192

Subnet id = 256-192 = 64

Range = difference of 64 (i.e. 0,64,128,....)
Network address =222.70.94.0

Broadcast address = 222.70.94.63

Usable host range = 222.70.94.1-222.70.94.50

Unused range= 222.70.94.51-222.70.94.62
For 30 computers,
' 32 = 2 no.ofhostbits - 2
=no.of host bits =5
Now, new subnet mask becomes
=11111111.11111111.11111111.11100000/27

ie, 255.255.255.224
Subnet id = 256-224 =32
Range = difference of 32 (i.e., 0, 32, 64, 96, 128, .....)
Network address = 222.70.94.64
Broadcast address = 222.70.94.95
Usable host range = 202.10.10.65- 202.10. 10.94
For 25 computers, -

25= 2 ro.ofhost bits _ 2

*no.ofhost bits = 5
Now, new subnet mask becomes
=111111 1L.11111111.11111111.11100000/27

erof hosts =2 of hast bits _

IIH_I,INSIGHTS ON COMPUTER NETWORKS

{0 255.255.255.224
qubnet id = 256-224 = 3,
Range = difference of 32 (e, 0,3;
Network address = 22270 g, 96 49
proadcast address = 227 7 94,127
Usable host range = 222 70 g4 9, 7229
ynused range=222.70.94.17;. 222708 70 94 12I
For 12 computers,
12= 2 no.ofhost bits _ 2
= no. of host bits = 4
Now, new subnet mask
= 11111111.11111111.11111111.11110
i.e.,, 255.255.255.240
Subnet id = 256-240 = 16
Range = difference of 16
Network address = 222.70.94, 128
Broadcast address = 222.70.94.143
Usable host range = 222.70.94.129-222.70.94.140
Unused IP range= 222.70.94.141-222.7094 14
For 10 computers,
10= 2 no-of host bits _ 2
~no. of host bits = 4
Now, new subnet mask becomes
11111111.11111111.11111111.11110000/28
i.e,, 255.255.255.240
Subnet id = 256-240 = 16
Range = difference of 16
Network address = 222.70.94.144
Broadcast address = 222.70.94.159
Usable host range = 222.70.94.145-2227094.15¢
Unuseq |p range= 222.70.94.155-222.70.94158
For Point-to-point connection,
2=
“ no. of host bits = 2

000/28

2 no.of host bits — 2

=
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Now,

new subnet mask beco
11111.11111100/30

11111111.11111111.111
- e, 255.255.255.252

" Subnetid = 256-252= 4

mes

= TRANSPORT I

| -'Il‘he transport layer is locateq betwee

o = difference of 4 ' ‘ rk layer. 2 =
L = 222.70.94.160 P the networt EVer ' provides PPlcation ey
Network address = 24471 . @ munication between two application %, DCESs..tU_pmce
= g ers 5§
Broadcast address = 222.70.94.163 . other at remote host. Cﬂmmunication 15-0ne atlocy) host
Usable host ra_mgfigi_l_%lﬂ.%.161—222.70.94_152 = 4l connection which may be locate d in differg ed usip
= ‘ i i i i nt
No.of Network | Usable Host l{:::‘sid Zr.s:-::ast Subnetpy, ) B glob€s assuming lfnagmary direct Connectioy g, Parts of
Computers | Address | Range | Ramge | Acdress | 5k . s d and receive messages Ough Which th
0 |zzz709k0 |z27ogel (222709451 1222709463 25550 I n st ey
; 222709450 |22270.94.62 1) processes
30 |zz2709464 |222.70:9465- E 222709495 (255755 e .
_ 222.7094.94 52552 ‘ % _
5 |222709496 |222709497-  |222.70.94122-| 222.70.94.127 {25255 75500 } : :
' 2227094121 [29270.94.126 ; 3
i
12 |2227094128 [22270.94.129- [2227094.142,|222.70.94.143 [255255 5 i
2227094141 |5397094,143 s y j
10 |2z27094144 |22270.94.145- |22270.94.155-(222.70.94.159 (255255255
222.70.94.154 222.70.94.158 .- H H
2. |2227094.160 |222.70.94.161- : 222.70.94.163 |255.25525526] | l Hastta host
222.70.94.162. || 4 \_4
2 |2227094.164 |222.70.94.165- - 222.70.94.167 |255.25525525| ¢
: 222.70.94.166 - 1 F ; . Processtoprocess

1166] INSIGHTS ON CompyTER NETWORKS

Figure 5.1: Process to process communication

. A process ‘is an application layer ehtity that uses the
i e o -por laver. The data lnk laer is basaly
B . ke elivery of frames' between two neighbouring
e, Pﬂhsible for Tk, nQde_-tO-.node delivery. The network layer is
Srer e denveiﬂﬂnllmumcataon at the computer level. A network
T '_e transport i € message r.only to thf: destinatioln computer.
Wessage 1, 4y yer Pl'Dt.ocol is responsible for. de.iwery of the

place bémappmprlate process. Communication normally
een two processes (application programs). We

iy
4 Pro '
Cess-to-process delivery.

s

T

e

—2NSport Laver rvice
1 - =hort ayer Service tw
~ Tray "y i ”“"I el
I SPort layer provides logical communication e

on :
Processes running on different hosts. Sender breaks

L —
+~anicDNRT LAYER ”-57]
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< into segments, an‘d' passes to the -
sembles segments into messages, Pas_g:f””‘
application layer. This layer er'tsures that data mus.t be ”"Ceiyes ln
the same sequence in which it was seen. It provides e, do iy
delivery of data between hosts. : eng
Some of the main services are:

Process to process com munication

application message
layer. Receiver rcas

« Addressing

+ Flow control and buffering

o Multiplexing and demultiplexing
« Congestion control

[_ § _.;ﬁl;lm Layer J

Layer 5 s S
! o Transport layer pravides
services to the application layer
Lerynr 4 i Transport Layer
- _ Transport layer takes
T e services from the network layer
Layer 3 { Hetwork Layer _J

Figure 5.2: Transport luyer

Services Provided to the Upper Layer

The transport layer is responsible for providing services to
the application layer. The transport layer resides between the:
application layer and the network layer. The transport laye
bullds on the network layer to provide data transport from ;
process on a source machine to a process on a dest[nati
machine with a desired level of reliability that is independent &
the physical networks currently in use. It provides
communication services to the application directly and provide:
the abstractions that applications need to use the network. '

There are basically two types of services provided bY =2
transport layer: - 3
a.  Connection Oriented Services

In connection-oriented services, a session connﬂCﬂon-

required before any data can be sent, The establishme™ >

1168 INSIGHTS ON COMPUTER NETWORKS

521
=1 UDP (User Datagram Protocol)

2 Teliabg

E { n
-"‘i“gvi

connection * 5 = P OCE On the phy;

jevel and needs some kind of Signaling ical leve]
done © set‘pr the end-to-end Connectior;e.l B
the pidirectional environmen, This + 8
gstablishment n.eeds some form of na-sline .
such a3 bandwidth). After the Connectio:rcg re
the actual data transfer will take pic,, Afte: stablish
gf dal? ki Con?emon is cleared or broken [thE E)fc

pue t0 connection establishment thjs o Eterm'“amd},
pecomes more reliable and serviceg anf s]of Services
connectionless services, Ower than
gxample: TCP (Transmission Control Protocol)

connectionless Services

hange

In connectionless services session connection js not requireg
" re
pefore any data sent. It doesn't require the connection

- termination. Instead, information is transferred by using

independent data units. Each data unit contains the

" complete destination address. This is analogous to the

postal mailing service. This connectionless service can
exchange data without setting an explicit communication
path or connection. The packets are not numbered. They
can get delayed, lost, or can arrive out of sequence. There is
no acknowledgement, UDP is a connectionless protocol.
This type of service is not reliable but faster than the
connection-oriented services.

Example: UDP (User Datagram Protocol)

ansport Protocols: UDP, TCP

Ubp e e
Pis a connectionless, unreliable transport level service

o], : ;
In this protocol, there is no flow control, it does not

e

Packet Sequencing. It is used by applications that do m?t
le transport service. The main advantage of UD? is
'S usually used for real time traffics like video

deg o video chatting etc.

_____’__—-———‘-‘—-—
TRANSPORT LAYER j169]
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The header size of the UDP protocol is smaj|a,. th

header of TCP.

Application data (message)
Figure 5.3: UDP header format
. Source P

ort: This field is an optional fielg, W
meaningful, it indicates the port of the sending Process )
assumed to be the port to which a reply Shﬂuhjab
addressed. If the field is not used, a value of zero is ing, m;
It is 2 Byte long field.

Destination Port: This field identifies the destination por
and is required. It is a 2-byte long field.

dn the

Destination poy,

Checksum

° Length: This is the size in bytes of the UDP packet including §

the header and data. The minimum length is 8 bytes, the
length of the header zone. '

° Checksum: The 2-byte long checksum field is used for error
checking of the header and data.

5.2.2 TCP (Transmission Control Protocol)

TCP is a reliable, connection-oriented byte-stream protocol
In TCP, there is flow control (with seq. and ACK with sliding
window). TCP provides ordered and error-checked delivery of3
stream. TCP offers efficient control, which. means when sending
acknowledgement back to the source, the receiving TCP process
indicates about the internal buffer to avoid overflow. It is USt®
used for file transfers. It doesnt support multicasting because itk
connection-oriented. The data in the TCP is called segment Thest
segments are obtained after breaking the big file into small piec®

The header size of the TCP protocol is larger than 9 §

header of UDP.

|170] INSIGHTS ON COMPUTER NETWORKS

ually §

F 32bits \

spurce port

Sequence number
Acknowledgement numbe;

Windewsizg

___——-_"———n—.._

Urgent pointer

Destinatign port

| gt

= ulalp[R]s]F
eoder s|y|
e ath Glk[H|T|N]H

=
m]
v

Checksum

[ o — ]

Options

Data

I

Figure 5.4: TCP header format

The header of a TCP segment can range from 20-60 bytes.

40 bytes are for options. If there are no options, header is of 20
bytes else it can be of utmost 60 bytes.

Header Fields

Source port: This is a 16-bit field that holds the port
address of the application that is sending the data segment.

Destination port address: This is a 16-bit field that holds
the port address of the application in the host that is
receiving the data segment.

Sequence number: This is a 32-bit field that holds the
Sequence number i.e., the byte number of the first byte that
Is sent in that particular segment. It is used to reassemble
the Mmessage at the receiving end if the segments aré
feceived out of order.

Agll:igutv}:ledEGMBnt number: This is 2

that ¢, e ackn?wledgement number i, the ;

ackno ;3 receiver expects to receive next. e

SUCcewedgmem for the previous bytes being
ssfully,

32-bit field that
the byte number
It is an
ved
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EN): This is a 4-bit ficld (p,, petwork t0 the TCP module of the gpy;
Ity at

a
gh it checks to makes sure that ng Packets 5

«  Header length (HL

ingj
Iy the oth er

the length of the TCP header by number of 4-hy, " o
the header, i.e. if the header is of 20 bytes (mj, lunlrdsi,I d;d, Thel acketa sequence number, which s re lost by
TCP header), then this field will hold 5 (becayse 5x Btho § ‘_‘,ing a }119 data is delivered to the entity at thais{J “2ed o make
and the maximum length: 60 bytes, then itll holq o fﬂfe that tde'r. The TCP module at the far cnzﬂther o in the
15(because 15x4 = 60). Hence, the value of ﬂ"a e cﬁ,—rect or oment for packets which have bcesends back ap
always between 5 and 15. eld I ark“"wlea rimer at the sending TCP will cause 5 ntin:lcmessm“y

ive >-out if an

W]edgcment is not recerv'ed within a respongipje round-tri
. kno and the lost data will be re-transmitteq, It checks thnij
s are col‘rupted by using a checksum, one is computed ::

3:]8 Siieder for each blocks of data before it is sent and checkeq at
e receiver:

_ 523 pifferencé Between TCP and UDP- B

The major differences between the TCP and UDP;;[;;J

yreas follows:
Table 5.1: Difference between TCP and UDP

Control flags: These are 6 1-bit control bits thyy -
connection - establishment,  connection . terminatw
connection abortion, flow control, mode of transfey I;tt

Their function is:
URG: Urgent pointer i§ valid, the receiving TCp shoug
interpret the urgent pointer field.
ACK: Acknowledgement number is valid (used in case
cumulative acknowledgement)

o PSH: Request for push
- o RST: Reset the connection

o SYN: Synchronize sequence numbers

o

o

-—"__—____-_____ .
Transmission Control User Datagram Protocol (UDP)
Protocol (TCP)

L It is a connection-oriented|1. It is connectionless oriented
protocol  and  reliable  protocol and considered as

s FIN: Terminate the connection (Finish)
“ Window size: This field tells the window size of the.

sending TCP in bytes. ;
. Checksum: This field holds the checksum for error control. peivery of messages. unreliable.
It is mandatory in TCP as opposed to UDP. § . The data is sent in the form|2. The data is sent in the form of|
ofbyte-stream. * a packet.

s Urgent pointer: This field (valid only if the URG control flag
is set) is used to point to data that is urgently required tht
needs to reach the receiving process at the carliest The
value of this field is added to the sequence number to g
the byte number of the last urgent byte.

'zzb]?ohnneaion must be|3. Immediately exchange the
applic:t'Ed : before| information by application-
B exchan mn']e"_EI protocol|  level protocol.

| ges the information.

) | ke R G '

Options: This field provides additional functionality lke 8 e;ara"tee‘] delivery due to|4. No flow control mechanism 50
| HTor ; ' s

: Correction (or flow| unsecured communication.

congestion control, 1 o
. ontro])
' echanism,

TCP divides the byte stream .into appropriately 5“;;& 5. g
segments (maximum transmission unit is less than or equal 0 8 da:-f 0 send the important|5. It has high speed to deliver the
s su 2 - .

cth as wep pages,| data so used for real time

of data link layer) to which the computer is attached. T verf
eliveld: ase
: . information etc. audio, video exchange.

passes the resulting packets to the internet protocol for
——.aurn 1NT731
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! s d in the frame used by ¢ \
. Datagram P include Y the data |;
Transmission Control User Bgr rotocg) (Unp} Iowest-level address. The sjze an; llfx:)l: layer, |t i the
protocol (TCP) addresses vary depending on the netw Mat of thege

X . ork. For
Ethernet USes @ 6-byte (48-bit) phygicy) 'addres:Xtal? Ele’
at is

. jmprinted on the network interface ¢arq (NIC). M
area networks use a 48-hit (6-byte) physig:-al ost loca)
written as 12 hexadecimal digits; every byte (2 hexazddlress
- digits) is separated by a colon, as 07:01:02;01-204}38‘?3[
pyte (12 hexadecimal digits) physical address, 6-
* Logical Addresses:

with|6. Only concerned with o :

6. Onl concerns
o .- but not accuracy.

“accuracy so the speed is
automatically slow.

7. Well known applications|7. Well known applicatiopg .
are FTP, Telnet, HTTP. DNS, DHCP, SNMP.

‘5.3  Addresses TR I |
. N

On the Internet, four levels of addresses are used employin,
the TCP/IP protocols: physical (link) address, logical (IP) addres;
port address, and application-specific address. Each addres; i
related to a one layer in the TCP/IP architecture, as shown in the

following Figure.

Logical addresses - are necessary  for universal
communications that are independent of underlying
physical networks: Physica\l addresses are not adequate in
an internetwork environment where different networks can
have different address formats. A universal addressing
system is needed in which each host can be identified
uniquely, regardless of the underlying physical network.
The logical addresses are designed for this purpose. A
logical address in the Internet is currently a 32- bit address
that can uniquely define a host connected to the Internet.
No two publicly addressed and visible hosts on the Internet
can have the same IP address. The physical addresses will

. change from hop to hop but the logical addresses remain
the same. '

' E' Port Addresses:

The IP address and the physical address are necessary fora
quantity of data to travel from a source to the destination

Specific
addresses

Port
Transport layer ISCTP I ' ce I | uop | T | addresses ‘

Application layer Processes

addresses

. Logical
Network layer IP and other protocols — ogcaj

Data Link layer

l | sical host. However, arrival at the destination host is not the final
. B i a = - . # .
| Underlying physical network | - a;g:::eeﬁ Db]ectIVe of data communications on the Internet. ‘
. i i s at
— Computers are devices that can run multiple processe

ommunication

Fhe same time. The end objective of Internetc
IS a process communicating with another
example, computer A can communicate With ¢
using TELNET. At the same time, computer A COMPER
With computer B by using the File Transfer Protoco (FTF).

. usly, we
For these processes to receive data simultaneousy

process. For
omputer C by

Figure 5.5; Addresses in TCP/IP icates
mmunica

. Physical Addresses:

o e
The physical address, also known as the link addres ; :his
address of a node as defined by its LAN or WAY

' 175]
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need a method to label the different processes. D
words, they need addresses. In the TCP/IP ar‘r:hitecturether
label assigned to a process 1S called a port addres
address in TCP/IP is 16 bits in length.

. Applicat:ion-SpeciﬂcAddresses: 7
Some applications have userjfrie.ndly addresseg that
designed for that specific application. Examples inclyg the
e-mail address and the Universal Resource Locatoy [URLe
The first defines the recipient of an e-mail; the Secong l}
used to find a document on the World Wide Web, ThEs:
addresses, however, get changed to the corresponding p,,,
and logical addresses by the sending computer.

SA'thE
) pﬁn

5.3.1 Port Address and Socket Address

Ports are essentially ways to address multiple entities i the
same location. For example, the first line of a pgstal address s,
kind of port, and distinguishes between different occupants of tye

same _house. Computer applications will each listen fo

information on their own ports, which is why we can use more
than one-network based application at the same time. TCP and

UDP must use port numbers to communicate with the upper layer.

IANA Ranges

The IANA (Internet Assigned Number . Authority) has |

divided the port numbers into three ranges: well-known,
registered, and dynamic or private ports -

. Well-known ports:

The ports ranging from 0 to 1,023 are assigned an
controlled by IANA.

. Registered ports:
The ports ranging from 1,024 to 49,151 are not assigned

controlled by ICANN. They can only be registered wih
ICANN to prevent duplication. :

. Dynamic ports:

The ports ranging from 49,152 to 65,535 are neithe; 5

controlled nor registered, Th

. ey can be used as tempor?
Private port numbers, Y :

1176] INsIGHTS oN COMPUTER NETWORKS

cof the examples are;
som : ,
. Table 5.2: Protocols yi, POrt numpeys

_—_ protecol T
ol Message Protora] (ot /1CP [ Port |
net Control Message Protoco] (IcMp) P ]

nter 1

e
UDP/TCP | 1776 |
:?l-’le Transfer Protocol (FTP)-Data \gi&
1

. Cop

TCp
. e rransfer Protocol (FTP)-Contro] "‘Tr‘(“:;“---_i_q___
:nal Network (TELNET) - T___I___
e : — P} 23
- et Protocol Version 6 (IPv6) : —=2 |
[nterm . !
simple Mail Transfer Protocol (SMR)‘ TCP T
| Simp= ———— | TCP | 25 |
pomain Name Server (DNS) UDP/Tcp 5y |
’Hﬂl‘gﬂmnsfer F’rotocol (HTTP) | Tcp | a0 |
Mortest Path First (OSPF) 29
Border Gateway Protocol (BGP) TCP 179
Routing Information Protocol (RIP) UDP 520

The client program defines itself with a port number which
is chosen randomly. This number is called an ephemeral port
number (temporary port number). The server process should also
define itself with a port number but this port number cannot be
chosen randomly. The internet uses universal port numbers for

servers and these numbers are called well-known port numbers.

The process sends messages into, and receives messages
from, the network through its socket. A socket is the interface
between the application layer and the transport layer within a
host. It is also called API (Application Programming Interface) as
the Socket is the programming interface with which network
#PPlications are built in the internet. The application developer
b S contro] of everything on the application-layer of the socket
Ut hag little control of transport layer side of the socket. The' onlly

trol that the application developer has on the transport sud;e is
° choice of transport protocol and the ability to fix 2 e\:;
an.sport“layer ‘parameters such as maximum ulter =

axj
P ™msegment size.

.

_/-—'
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LB T——
Application
Socket
TCP
P

Router

Host 2

Host 1

| Channel |4*—-P[ P |‘"—f[‘Channel |

Figure 5.6: Flow of message using socket

In order for a process on one host to send a Message ¢,
process on another host, thg sending process must idemjfy the
receiving process. For identification, two things' are to b
specified, _

L The name or address of the host (IP address)

2. An identifier that specifies the receiving process in the
destination host (destination port)

Socket = IP Address: Port Number
| =200.23.56.8: 96

IP address| 200.23568 | £ 69 Jport number

Socket address 200.23.56.8

65 |

‘Figure 5.7: Socket address

For identifying the host, IP address is used. For
identification of the recejvin

is used.

54  Connection Establishment and Termination ‘

_._--—-"""
Connection is estab

connection Request TPDU to the destination and wait 10 ?

ronnection Accepted reply. This s done by using >
handshaking method. The

problem of delayed duplicate request,’

1178
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g process, a destination port number

lished when one transport entity sends? ¢

he §
3-way handshaking help to solve t1° & . i
g | atkp > Connection  establishment by responding

/ . -

Host A
. 1 Host g
Time —
ol I
Receie
~ peKtses™: ot Send sy um
Receive SYN+ACK seqay, Ach:u]_
send Data and AC K
-] Receive ACk
ioure 5.8: TCP connection established i o
Figure d using 3 Way handshakd'ng
1 Host A Host B
. Time ] i
Id duplicate
begwy
Receive Sy
PL“:‘FQ
M_ﬂsgqﬂ- Send SYN seqey, ACK=x41
Receive SYN+ACK
Reject with ACK
(4(‘.\3.}, )
) Receive ACK

Figure 5.9: Old duplicate connection request appearing from nowhere

To establish a connection between Host A and Host B, first
Host A send a TCP segment for connection request towards Host
B.At that time SYN field get set. Consider initial sequence number
(SN) is % in the sequence number field Host B sends SYN and
_A CK to Host A when Host B receive a SYN from Host A. The
reSponge given by Host B has its own ISN. During the response
om Host p to Host A SYN field gets set and ACK field is set to

: lug X+1, indicating next expected byte starting with sequence
Umber from Host A

: A tries
to e"‘fter delivery of Host B ACK and ISN at Host A, Host

“Wledgement, This time ACK field is set to value y*1 This

NS
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ACK field indicates, Host A expects from Host B ney; o

i i ber y+1.

byte starting with num ' |
In the second figure when delalyeq duplicate COonngey,
request appear, host B sends the‘ACK with its sequence Ny, ln
response. But when host A receives an ACK of the request j, .

not send, it simply rejects the request.
Closing a Connection (Connection Termination)

Four segments are required in (_)rder to terming
connection in TCP. This is necessary because TCP trap

qUEnce

te the
mit the

data on both directions simultaneously. Following figyre shows |

different phase of connection termination.

Host A : H’ESLB

[ —— %M&CE numl'x

Clesing ' """"“'-'--»-H...__,
.!‘i}_,_—-— il
55:_;9_\!@5'—'5““" 1 | Closing
B pumEY ——
" onseouentE®
[T — _— nﬁm -
i —— ~—
S L 1=l

Figure 5.10: Connection termination

-In this case, SYN field is replaced with FIN control field to
terminate the connection,

closin

sends it to Host B, Host B generates acknowledgment signal and
send towards.host A to notify the t

e ermination request of
destinatiop, When Host B decided to te

rminate the connection *

generate FIN signal and senq jt towards Host A which Wl _'

processed by Host A Again, Host A givi

es a response with ACK
TCP Synch ronization or 3

“Way Handshaking
The connectiop esta

' blishment i ; d three-wd
handshaking_ Tep - ent in TCP is calle protﬂc"]'

tonnection-oriented 1
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unicating hosts go through Synchropjy
ch a virtual connectiop, This tion Process ¢,

0
i . Ychropjya.:
est“*bl s that both sides are ready fo,- data trgp 1zatipp Process

e . o SMmiss;j
sur! rmine the i Onang
fl?e devices 0 dete rital sequence nuppey,

: ma
‘g. & ACK Mag
P S SYN flag

- Figure 5.11: Connection establishment using three-way handshaking

| 55 Flow Control and Buffering

To close an established connectiop, Host A need to senda
g signal over TCP, Hence Host A produced a FIN signal and

For flow control, a s]idiﬁg window is required on each
connection to keep a fast transmitter from overwhelming slow
receiver; same as in data link layer. Since a host may have
umerous connections, it is impractical to implement the same
data link buffering strategy (use of dedicated buffers for each
ling). A Suitable size value is negotiated during connection
“tablishment. The value can be dynamically ~adjusted
subs‘“l'-léntly by the receiver. :

' Chained fixed size buffer: If most of the TPDUs are nearly

the same size, it is natural to organize the buffers as a pool

of identically-sizeqd buffers, with one TPDU per buffer. o

Chaineg variable-sized buffer: If there is wide vanat’gn mf

TPDU. size, from a few characters typed to thousan Su(;t

Ch"if“':lf:ters, then variables-sized buffer can be used butm
ave high price. ’
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farge Siroalar iU o pc; ‘;f":'lilr‘x:umm : Opti consider hOwW a receiving 10 direct ‘
¢ One een source buffering, anq degy; “len layer segment to the appropy; € incom;
trade-off betw n the type of traffic caryj lniltj0 B ort £obh Priate Socket, Eae t "
buffering depends 0 led by ‘hn _ U'aer cegment has a set of fields for ;s Purpose, . Fanspory
connection. e the transport layer examines theg el ; Fecivin
—1 Teoy, - en :;itlf'" socket ar‘ld then it dlf‘ects the segment ¢, themlfy the
: re’fs job of delivering the data in the transport liies sat socket.
ey, Thlco rrect socket is called demu!tfpfex,-ng_ egment o
he ¢ )

b ! The job of gathering data chunks at source host fy,

W nt sockets, encapsulating each daty chu om the

| ifere ' i
- -mation to create segments and Passing t
info ork layer is called multiplexing, At the d
net:s'po rt layer receives segments from the
. ;I;ow. The transport layer has the responsi
Jaa In these segments to the appropriate
qunning in the host.

POy 4 nk with the header

he segments to the
Estination hoy, the
Network layer just
bility to deljver the
application process

©

Figure 5.12: (a) Chained fixed-size buffers (b) Chained variable-sizeq

5 buaffers
(c) One large circular buffer per connection,

Type of traffic carried by a connection also influence; -
* buffering strategy. =

———— - o M——-—.___
57 Congestion Control Algorithm: Leaky Bucket
Algorithm, the Token Bucket Algorithm

5.6 Multiplexing and Demultiplexing

Generally, multiplexing means sending the different channel
data through a common channel by switching the channel using
different technique. Multiplexing here means multiplexing
multiple transport connections on a single network layer
connection, which is generally required if the available bandwidt:
is- more than or equal to the integration of individu
requirements of each connection, thus making an effective
utilization of the available bandwidth,

|
——

When too many packets are present in (a part of) the
subnet, performance degrades. Congestion occurs when the
number of packets sent to the network is greater than the capacity
of the network. Congestion will lead to a large queue length which
results in buffer overflow and loss of packets. Therefore,
congestion control is necessary in the network.

Factors causing congestion:,

Packet arrival raté exceeds the ou tgoing link capacity.

Insufficient memory to store arriving packets
Burst traffic

Slow processor

processes processes

2l el
- e

Figure 5,13. Multiplexing ap demultiplexing

//

Congestion cannot be eliminated but can be controlled. The
PProaches of Congestion Control are:

Open loop control: It is a prevention approach. OPEI} tﬁzz

Solutiong try to solve the problems by excellent d;ﬁfgnues
‘ i

Prevent the congestion from happening. It uses techniq

. 'hen to
||ke deeiding When to accept the new paCkEtS, w

two
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paCketsﬂ wilcil pdbl\cw- di1c '-O.De dis
Juling decisions at various points,

control: The closed loop congesti,

discard the
making sche

Closed-loop
uses some ki

Ca

After congestion occurred, detect the cop
” locate it by monitoring the system.
o Transfer the congestion information to
action can be taken
s Adjust the system operations to correct the Congegg,

5.7.1 Traffic Shaping

Traffic shaping is a process of altering a Frafﬁc flow to ol
burst. Traffic shaping manages the congestion by forc,
packet transmission rate to be more predictable: It regyjye, te
average rate of data transmission. Monitoring a traffic flow
called traffic policing.

Two traffic shaping techniques are used to contro| f,
congestion. These are:

1. Leaky Bucket Algorithm

It is an algorithm used to control congestion in networ

traffic. It uses a similar technique to a leaky bucket. Every host in
the network is having a buffer with finite queue length. Packets
which are put in the buffer when the buffer is full are thrown

away.
Faucst
% Host
compuler
i
Unregulated
o, flow
Leaky B
The bucket
Inforiace haolds
A iy buckey \ ? packets
o Reguiated
Watex drips oul of g = : 0 fow
einaty wm_-—-.' o
)
Network

{a)

Fi : .
eure 5.14; Leaky bucket algorithm
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I‘ﬂeﬂ 3n¢

] ra :

; en there is _

uudof feedadt. A eloned Jogp Contrg) i‘-‘ﬂntrm the ot rate, WD any water i,

on the following three steps. § .
st
Placeg
Wh
| Ifa

1 post Y

Mlane,

imagine a bucket with a small hoje boty 1
e at which water enters the byq . the ozrtrtll'gNu Matter
on ket is empty. Al the bHCketw o

the bucke : Dt.y. S0,, 0nce the bucket

whﬁ"“_onal water entering it spills over the g,
addttlidea can be applied to packets, as shoyy, - Fiagn?b
e conceptually, each host is connecteq to |
containing a leaky bucket, that is,
acket arrives at the queue when it i
d. In other words, if one or more pr
to send a packet when the maximym

eued, the NeW packet is unceremoniously djs

Remove packets at
aconstantrate

|
D“Dilrlum

: and zey,
15 full, any
is lost, The
the Detwork by ap
Nite interpg) queue,
full, the packet i
0Cesses within the

Number js already
carded,

jiscarde

qu

Discard

Figure 4.15: Leaky bucket algorithw implementation
The following is an algorithm for variable-length packets:
1 Initialize a counter to n at the tick of the clock.
Ifn is greater than the size of the packet, send the packet
and decrement the counter by the packet size.
Repeat this step until n is smaller than the packet size.
Reset the counter and go to step 1.
The Token Bucket Algorithm
The leaky bucket algorithm is based on a constant rate
Upattern at the average rate at the average rate no matter
Ursty the traffic is. In leaky bucket algorithms, thiere.2r°
* of loss of packet as the packet is filled in the buckfet and
Pack oI the bucket is full. To minimize such limitan{mk(Jf
hygg " °Ken Bucket Algorithm is introduced. Here, the bucket

Tite °%en not 5 packet. Tokens are generated by clocks at the
of One t k " c

Ql‘ AT second.
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oy
Host Host
computer computer
L
0
o?:; han O The bucket
to the bucket 0O m‘gas
overy AT

P
[ ]
1]
L]
DDDEODD

Figure 5.17: Token bucket algorithm implementation

The token bucket algorithm throws away a token when the
 pucket fills up but never discards packets. The implementation of
the basic token bucket algorithm is just a variable count tokens.
The counter is. incremented by one at every AT sec and
decremented by one whenever one packet is sent. When the
counter hits zero, no packet can be sent.

Networks . Networks
() g (b)

Figure 5.16: Token bucket algorithm

For many applications, it is better to allow the output to
speed up somewhat when large bursts arrive, so a more flexible
algorithm is needed, preferably one that never loses data. One
such algorithm is the token bucket algorithm. Tokens arrive at the
constant rate in the token bucket. If the bucket is full, tokens are
discarded. A packet from the buffer can be taken out only ifa
token in the token bucket can be drawn.

The token bucket algorithm provides a different kind of
traffic shaping than that of the leaky bucket algorithm. The ieﬁ‘ky
bucket algorithm does not allow idle hosts to save up permissi®’
to send large bursts later. The token bucket algorithm does allow ;
saving, up to the maximum size of the bucket, n. This Pr‘)p‘?_ﬂ]r
means that bursts of up to n packets can be sent at once, allowi"
some. burstiness in the output stream and giving the faster
response to sudden bursts of input.
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HTTP (Hypertext Transfer Protg

: col) s
protocol used in the Intern

; eI
€t (or the WE;:St POpular

- ' lication :
L p clients (i, browser) request wep p., ). It defines
Vi, APP LICATION |-AYER\I pow ‘:Zb server) and how servers transferfizgs o the SeTver
; : . i **0 Pageg ;
[Ie' L &5ES To dlems_

Application layer is the top most layer of tmnetmad!

user requests a web page, the by,
e

on 3 ow
- when! messages for the objects in the e SET sends Hryp

. - F b ich are involved in ¢ : P
This layer is for applications which id ices t Ommun'catim e ceives the requests and respongs 0 the server,
T i0 ervi A € W
system. The application layer provides s =10 the userg ang ey ith HTTP response
the users can be human or software and receives seryi,

" s frop L:Eessages that contal’ the ohiscts, Hryy
the transport layer. For the real applications in the applicat,
layer to function, there is a requirement of support protoco)s Th;
three areas or protocols required for such support may
Network security, Domain Name Service (DNS),or Nen.mﬂ;

Management.

uses TCp 4 their

underl}’i“g transport protocol. HTTPp client first Initiates 5 TCp

(onnection With the server. Once the connectio i gy, 0

d the server processes acc
o browser an €ss TCP through thei
Sd;cket interface. The default port of HTTP js TCP 8D, i

HTTP Request Messazo
lications of this| : =
i ications of this 1a .
Some of the important app yer are; gi ) TP Rosessts Mikiags
o WWW < : ———
; . HTTP Client =
s Electronic Mail (Web Browscr) HTTF Server

(Web Server
Remote file transfer and access ver)

Multimedia, etc Figure 6.1: Hypertext transfer protocol (HTTP

HTTP is a pull protocol, the client pulls information from
the server, here the client accesses the authorized data and pulls it
from the server (the server doesn't pushes the information to the
dientinstead the client pulls the information from the server).

6.1 Web: HTTP and HTTPS

Web is one of the major communication technologies that
has changed the way people live and work. The WWW today is 2
distributed client-server service, in which a client using a browser
can access a service using a server. The service provided &
distributed over many locations called sites, The web today is3

repository of information in which the documents, called web
pages, are linked together. ' '

612 Hypertext Transfer Protocol Secure (HTTPS)

HTTPS is a communication protocol for secure
©Mmunication over a computer network, with especially wide
dePloymETlt on the Internet. Technically, it is not protocol in and
ofitself, rather, it is the result of simply layering the HTTP on top

of f
SS[‘/TL_ (secure socket layer/ Transport layer security)
Protgml_ )

e SR A SRRty i

6.1.1 Hypertext Transfer Protocol (HTTP)
Hypertext Transfer Protocol (HTTP), the web’s application'

laye ol i : i est

ook lyatthe liantof the web: HTTP is a simple red" Application Layer HTTP T urTes
f‘esponse protocol that normally runs over TCP. It is impleme"t b e
In two programs: client program and server program The cli\‘.‘f‘E Secura Socket Layer 551 functions

ro 1 |
cystoms, e STV PIOTamS, executing on different © i

me
S, talk to each other by exchanging HTTP messages -
' 1 \ Figure 6.2: HTTPS
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.9 3 P \
terprises are utilizing HTT]_)S fc°" Everythiy frop, L ; ith{HTTP Y
}:I:e r;;o mission'crﬁﬁcal appl;Fat:l?ns. flt is yp del‘lyie' o URLS begin w s URLs begin With https: //

L‘Omm UI fo[‘ a]] secure wEb'baSEd app . l?ns ?r Cﬂmm n](‘ating H -// ' \
- Il with employees, and externally With parng, ang pp ood fit for websites|If the website neggs collect th
internally In its popular deployment on the Internet Tnd it's 2 8 for information|private informatiop, Such ag ¢, d.e
B thentication of the website and associateq Web & ore

provides au

' Secure protocol,
th.at c;ne ltst:cks- Additionally, it provides bidirectiong t’.'nCW]th(]E /;;E;ramble the|HTTPS scrampleg the data pef
n;:dd ;r:unicaﬁons between a client and server, whjg, Prote "¥ e dgestransmittEd' That's| transmission. At he receiver ez; ri
of co : it with il o be . . . ;
against eavesdropping and tampe;‘!;{lgr o e 4483 Contents of the § [dat? sere is @ higher char'lce descrambles to recover the origina|
communication. The port address o : hy rransmitted information|data. Therefore, the transmitted
at

o ith an encryption on Secyre Soct
TTPS is use of HTTP wit . -

Layer IJESSL) or Transport Layer Security (TLS) connec

proyvide encryption and secure identification of the server.

connection between two sockets

SSL builds a secure
including:

i . sepy,
ommunicating with; which protects against man, o

¢ Parameter negotiation between client and server,
e Authentication of the server by the client.

tion

card number, then

igne -' i s. . 3
‘ dezﬁumptwn bk o8 it is a more
¢0

information is secure
be hacked.

HTTPS does not have any separate
protocol. It operates using HTTP

but. uses encrypted TLS/SSL
connection.

s auailable to hacke(s. which canft

-
[itoperates at TCP/IP level.

HTTP website do not need|HTTPS requires SSL certificate and

" Dot cammunicaattizg. ss,. and - doesn't  use|use encryption.

. Data integrity protection. e vption. |

To operate webserver to accept HTTPS connection, the § HITP does not improve|HTTPS helps to improve search
administrator must create a public key certification for :y B, rikings: il
webserver. We need to rthequest ttle'SfiL f:;uﬁ?; Pf;omTh; It is fast and vulnerable tollt is slower ﬂtlhar:j I-:TTEF; a;ndE rl:ggg
Trusted Certificate Authority to dep > hacker, secure as the data
Encryption/Dectyption Mechanism is used between client and‘ - } : before it is seen across a network.
server for transferring data - : =

_ Fil sfer: Win

6.1.3 HTTP vs HTTPS =£__File Transfer: FTP, PuTTY,

The differences between HTTP and HTTPS are:

_E—'—-f

HTTP

HTTPS

It is
protocol,

hypertext transfer

ol
It is hypertext transfer pro
with secure.

It is less secure as the data
can be vulnerabje to hackers,
Ituses port g by default,

" hacke™
It is designed to prevent ha

s AT

“‘*‘_\_
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'_-________'__-—.

formatio’}

from accessing critical in ttackS'I
It is secure against such 2
uses port 443 by de‘fzﬁ’/._

NETWORKS

Fite Wﬁﬂsfer is a generic term for the act of transmitting ﬁli:
grer.a COmputer network like the Internet. There are numemter
"5 and protocols to transfer files over a network. Compu
_ Which Provides a file transfer service are called file server.

6.2

Mr Protocol (FTP)

. TCP/IP for
0o .FTP is the standard mechanism proyldedT'?g e s/rm top
PYing a fila from one host to another. It is like HTTE
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r, unlike HTTP, FTP uses two Paralyg
fer a file, a control connection (port y T
rt #20). The control connectiop ang
like password, .

of TCP. Howeve
connections to trans
a data connection (po ]
sending control information

commands to “put” and

used to actually send a file.
TCP control connection port 21

; TCP data connection port 20

FTP
client

Figure 6.3: Control and data connection

FTP (File Transfer Protocol) establishes the two differen
connections between the client and server. One is for data transfe
and the other is for the control information. In FTP, the Contro]
connection used between client and server uses the simple pyg
of communication. Only one line of command at a time or a line of

response is transferred at a time. But the more complex rule js

used by the data connection due to the variety of data types being
transferred. FTP usés port 21 for control connection which is used
for information control (command and responses) and port 20 for
the data connection which is used for data/file transfer. The
Control of the control connection is maintained during the entire
FTP session and the data connection is first opened and the file

are being transferred and connection is closed. This is done for,

transferring each file. .
User
User
interface
Control Control connection Control
process process
e, Icpap
—_— Data transfer v Data transfer )
process process y
v’ Dataconnection
. Chent ‘ e

Server

Figure 6.4: Basic model of FTP
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]

TP szrier

FTP user ;
vg.crﬂfhos:. « -I interface FTP client |- F.If:Tran;,icr
. -

Local file system

(I

Remate file system
Figire 6.5: FTP moves files between local and remgre file systems

o typical FTP session, the user is sitting in front of one
st ocal host) and wants to transfer files to or from a remote

: host. In order to access the remote account, the user must provide

2 user ;dentiﬁcatiqn and password. After providing the
authorization, the user can transfer files from the local file system
o the remote file system and vice-versa. As shown in the figure,
the user interacts with FTP through an FTP user agent. The user
first provides the hostname of the remote host, which causes the

- FTP client process in the local host to establish a TCP connection

with the FTP server process in the remote host. The user then
provides the user identification and password, which get sent
over the TCP connection as part of FTP commands. Once the
Server authorizes the user, the user copies one or more files
ored in the local file system into the remote file system.

E'2&?{":_"_i_‘l]_El!E_Tramsfer Protocol (TFTP)

TFTP is minimal protocol for transferring files without

4l i
: thentlcaxtmn. There are no separate ports for control

"Mation and data as in FTP. TFTP is frequently used by

agc:Sf:VithOut permanent storage for copying an initial memory

M a remote server when the devices are powered on.
Uses an unreliable transport protocol UDP for data transfer.

o

____._—-—-'-"_'
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6.2.3 WinSCP (Windows Secure Copy)

WinSCP is a small, free, open-source file transfer Clieny
windows that uses S ;
copying of files between a local and a remote PC using the

Transfer Protocol (FTP), SSH FTP (SFTP) or SCP (secure cop

_protocol as

for proper op -
For secure transfers, WinSCP uses the Secure SheJ (S

. and supports the SCP protocol which is in an addition to SFTp

eration of the information.

WinSCP protocol application is based on the implementatjgy il

the SSH protocol from PuTTY and FTP protocol from Filezj]j, for
secure transfer of files and information.

6.2.4 PuTTY

PuTTY is one of the free and open-source terminal emulator

application which can act as a client program and communicate
the server for the SSH, Telnet, rlogin, and raw TCP computing
protocols where client claiming the secure transfer of the data.

PuTTY the open-source application was originally written for '

Microsoft Windows by its developers, but it has been ported to
various other operating systems. The Official ports from Microsoft
Windows are available for some Unix-like platforms, and they
work-in- the progress ports to uplift the Mac OS X and Classic Mac
0S, and the unofficial ports defined by the source are being
contributed on platforms like Symbian, Windows Mobile and
Windows Phone.

63 Electronic Mail: SMTP, POP3,IMAP

: . most
Along with the web, electronic mail is one of the L

. ns
popular Internet applications.. Email is asynchronous meam -
people send and read messages when it is conveniént for ther S

without needing to coordinate with other people’s schedules-
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ecure shell technology to enable the Sar 1
3
Filo

well as offering some basic file management features ,

; nts of Email System
mponer.

m .

l W
umAdit -
D% ol @\D
Ty T, V

MTA MAL
server St

Mailbox
il B S oyl W I8
kit v senver
W ail server Mai server

Figure 6.6: Components of E-mail system

’ User Agent: The first component of an electronic mail
system is the user agent (UA). The user agent provides the
services to the user to make the process of sending and
receiving a message easier and efficient manner. It is
software package that composes, reads, replies to, and
forwards messages.

' Message Transfer Agent: The actual mail transfer is done
through message transfer agents (MTAs). A system must
possess the MTA client to send mail and server to receive
the mail. The MTA client and server on the Internet is called

Simple Mail Transfer Protocol that defines the formal
Protocol for it. :

Message Access Agent: SMTP can't be used to obtain the
Mmessage: obtaining a message is a Pull operation whereas
SMTP is a Push protocol. It pushes the message from the
client to the server. A Pull protocol is needed to access the
Mail as client must pull messages from the Sexfl FELES
Message access agent is used to access the ‘F“““'

__#——#
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Figure 6.7 A high-level view of the Internet E-mail system

When the sender finishes composing his/her message, the
corresponding user agent sends the message to the mail server's
outgoing message queue. When the receiver wants to read a
message, the receiver's user agent obtains the message from the
receiver mailbox in the mail server.

6.3.1 SMTP 3

m-_;;f‘;'P is the protocol that defines the MTA client and server

i ; CPto
on the Internet. It uses a reliable data transfer service GfT i
. i inient's M
transfer mail from the sender’s mail server to the recipient
Server.

. . . on 1%
SMTP has two sides: a client side which executes nt
. 0
sender’s mail server, and a server side which executes oMt
recipient’s mail server. Both the client and server sides {'1 itlaf'-’
3 . - I' j
run on every mail server. When the mail server sends m? 1

; o i acts 32
@ an SMTP client. When a mail server receives mail, it 2%~
SMTP server, 4

k.
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(king 0

o

: The two protocols, which transfer messages fromre
3] Server to
ang |

fSMTP:
pirst, the client SMTPhas TCP conpeqyig,, POFL 25 (o the
|f the serveris down, the client tries agy;p later,
once the cunnccti(-m m established, the server
perfﬂfm some application layer handshaking‘
puring the handshaking phase, the sprp
the email address of the sender and the ema

and client

client indicates
il address of the

~recipient, -

once the SMTP client and server paye introduced
themselves to each other, the client sends the messages.

. Alice's
mail server

oo

Figure 6.8: Alice sends E-mail 1o BOB

Steps:

Alice ‘uses UA to compose the message to send to:
bob@someschool.edu

Alice’s UA sends message to her mail server and the
message placed in message queue for sending

The Client side of SMTP opens the TCP connection with
Bob’s mail server

SMTP client sends Alice’s message over the TCP connection
of bob

Bob's mail server places the message in the mailbox Bob

Bob invokes his user agent to read message that he received
from Aljce

ﬂﬂl_ﬂfﬁf_ﬁ Protocols (PuIl___[’_ljr_)_tp_qq!S]_'_____ﬂﬂ,_ s

éeiver’s
the local PC are POP3 (Post Office Profoool Yersion
p (Internet Mail Access Protocol).
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SMTP

POP3
or

Reciplent's IMAP

mall server

sender’s
User agent

Figure 6.9: E
1.  Post Office Protocol (POP3)

reciplanyy
User ageny

. mail protocols and their communicating entitiey,

;

POP3 is a simple mail access protlocol but with limiteq i
functionality. POP3 consists of client POP3 software gy
server POP3 software. The client POP3 software is instalqq
on the recipient computer whereas the server POP3
software is installed on the mail server..

When the user wants to download e-mail from the mailhoy
on the email server, following events take place iy

sequence.

+ The client opens a connection with the server-on TCP °

port 110

« It sends its username and password to access the

‘mailbox.

« The user can then list and retrieve the mail messages,

one by one.

MaliServer

POP3
Server

User Computer

POP3
Client

|

i

e-mall numbers and thelr sizes

retrieve 1
&maill

;

1

Figure 6.10: POP3 example
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. p3 progresScS nrougi uUree phases:
po pT—_— -
Author,zauun. user agent sends username and

Transaﬂﬁﬂm user agent retrieve message
L]

ypdate: occurs after the client quit command,
poP3 has two modes: delete mode and the keep mode.

pelete mode: the mail is deleted from the mailbox after
each retrieval. This mode is used when the user is
working at his permanent computer.

Keep mode: the mail remains in the mailbox after
retrieval. This mode is used when the user accesses mail
away from the primary computer.

pisadvantages of POP3:
. The user cannot have different folders on the server.

. The user cannot partially check the contents of email
before downloading. _

« For nomadic user who would prefer to maintain a folder
hierarchy on a remote server that can be accessed from
any computer. This is not possible with POP3,

IMAP (Internet Mail Access Protocol)

IMAP is similar to POP3, but has more features along with
more complexity. Since, POP3 has some demerits like it
does not allow the user to organize her mail on the server;
the _UlSEI‘ cannot have different folders on the server. In
?lf:‘ct:’“- POP3 does n-ot allow the user to partially check
maint:itnents; of the r'nall before downloading, User prefer to
) aCCessad older hierarchy on the remote server‘that can
POP3 ho? from any computer. This is not possible with
— w‘l’:e"er IMAP protocol is defined to solve these
the reCipie?-:;' the message first arrives:, 1t is associated with
the megg, fs INBOX folder. The recipient can then move
Maiy insge Fom-(me folder to another. Unlike P(?PS, IMAP
example State information across IMAP session, - for

* Names of folders and which messages are

‘ammiw~aTiNA L AVED (1001
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associated with which folders. IMAP enable ¢, o

components of messages

IMAP provides following extra functions:

e A user can check the e-mail header Prioy
downloading. to

e A user can search the contents of the e-mail for Specip
string prior to downloading, ic

o A user can create, delete or rename mailboxes qp the
mail server.

Difference between POP3 and IMAP:

Post Office Protocol (POP3) Internet Message Acces;
Protocol (IMAP

The mail is permanently
stored in the server yp

tain

1. When anyone opens the mail|1.
box, new mail is moved or

downloaded ~ permanently| you delete this. Thus, yoy
from the host server and| can access them frop
saves on the computer. Hence,|  various locations at varigus
if he/she wants to see the| times.

previous miail. He/she has to
go back to the previous.

2. With POP, only one folder will| 2.
be in the mail server i.e,, index
folder.. '

3. Users cannot access
multimedia email if he has
limited bandwidth.

Mail stays on the server in
multiple folders, some of
which you have created.
his|3. If limited bandwidth is
available then users can
partially download e-mail
content.

A user can create, delete 07
rename mailboxes on the

mail server.
Multiple  computers
access the .same e-mal
the same time

The message

capacity is limited t0 22
/

1200] INSIGHTS ON COMPUTER NETWORKS-

4. POP has only two modes i.e.|4.
keep mode and delete mode
for message.

5. Reading your e-mail from|5.
multiple computers results in
the message scattering.

| at

storag?

6. Message storage is limited|e.
only by the capacity of your

: ﬁotocof[l’ﬂ?ﬁ
5

]m
P Message Access

po rotocol (1
. MA]
—puter but f your%
;- gputer- falls; youl may lose|  your compuer fyj), &
|| your Messages '
. —\\
portused is 110 7 The TCP port used is 143,

n time required is|8, Conne&ion time required is

nectio
g Con large,

mil boxes
e

canj

GB) -

= _———__-_“—‘—-—.____‘____
9._ISP backs up mail boyes, -

o, U

7 DNS (Domaln Name System)

~  for communication to take place successfully, the sender
snd receiver both should have addresses and they should be

known to each other. The addressing in application program is

iifferent from that in other layers. Each program will have its own
Jddress format. There is analias name for the address of remote
host. It is easier to. remember an IP address. The application
pogram uses an alias name instead of IP address. TCP/IP
protocols use the IP address to identify the connection of a host to -
the Internet. However, people prefer to use names instead of
mumeric addresses. Therefore, the Internet needs to have a
directory system that can map a name to an address, called DNS.
DNS provides translation between the host name and IP address.

tuses UDP port no. 53. The user generally enters a host name. the

plication takes the hostname and forward it to DNS for
Tanslation to an [p address.

41 Working of DN -

I. ?NS servers do two things:

Accept requests from programs for converting domain
Names into IP addresses.

icce_pt requests from other DNS servers to convert domain
ames intp |p addresses.

APPLICATION LAYER 2011
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4 ns“‘c e always read from the node up to the
a

gach node in the tree has a domain name, A full

o sequence or label separated by dots domain

(). The domain
root. The last lapg

-n""wsr:hﬁ' of the root (null).
- theld s e
1 th iiie label is terminated by a null Sting, it s calleq o full
-4 domain name (FQDN). If the label is not terminggeq | :
Appcahon Layes Flotra~yier - DNS client allﬁe " l d .“-th“ qu 1‘[‘ d l . 8 ))’d
reisallll P8 | qu“s"mg' it is called partially qualified domain name (PQDN),
W addrens il
' Root
2
" L4
F
1P addross I edu \ Domain name
Jabel
Notwork Laer
Figure 6.11: Working of DNS topUniversity [__topUniversityedu. ] pogmyiy name

The following six steps map the host name to an [P address;

1. The user passes the host name to the file transfer cliept

2. The file transfer client passes the host name to the DNg '
client .

3. Each computer, after being booted, knows the address of
one DNS server. The DNS client sends the-message to
DNS server with the query that gives the file transfer
'server name using the known IP address of the DNS =
server. ;

4. The DNS server response with the IP address of the
desired file transfer server. | s

5. The DNS server passes the IP address to the file transfer
client. A

L

.
6. The file transfer client now uses the received I

addresses to access the file transfer server.

6.4.2 Domain Name Space |

Domain Name Space was designed to have a hiel‘a":h’cal.

name space. In this design the names are defined in an invert N
~ tree structure with the root at the top. Each node in the tl'ee.has- ¢
label. The root label is a nuli string. DNS requires that the childre=
of the node have different labels.

~ 1202] INSIGHTS ON COMPUTER NETWORKS

bDept

‘ | chpt.topUniverstty‘em Domain name

aComputer | aComputer.bDept.topUniversity.edu. |

Domain name

Figure 6.12: Domain name and labels

i_lunt Domains

The root domain is at the top of the hierarchy and is

fenresented as 2 period (.). Organizations, including Network
Slutions, Inc, manage the internet root domain.
'%-Level Domains

There are two- or three-character name codes in Top-level

mains. Top-level domains are presumed to be grouped in

ries like organization type or geographic location.

3 n.d Level Domaing

This s the domain that is directly below the Top Level
ains [T_LD]- This is the main part of the domain name. It can
Ccording tg the buyer. There are na limits here as the TLDs.
OMain is available anyone can purchase it.

Y
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-

""""""" N\ Second-evel domaig
“expedia @@

- -
ki - T - - e e m -
- - i

| sales micrasoft.com |

<3

il

| Computert

 [Computert sales microsoft com |

Figure 6.13: Hierarchical structure of Domain Name

6.4.3 Hierarchy of Name Servers

RootCNS scruer

a TLD DS se-ver

Authar tative DNSserver

Local DNS scrver

Requesting host

Figure 6.14: Types of name servers

*  Top-level domain (TLD) servers: TLD is the 0"
responsible for com, org, net, edu, etc, and all top-leve
country domains np, uk, jp: The Network solutions ﬂf the

_ system maintain servers for com TLD. Educatiot
institutions use for edu TLD -

oS
Authoritative DNS servers: [P mappings for Orgamzatllﬂ‘;
servers (e.g, Web and mail) from hostname, id is pro¥!

|204] INSIGHTS DN %UTER ‘NETWORKS

the DNS servers as the Organization' DNS
i i ntained by organization or Service pmvidZi
ygeal DNS sef-vers.: It does not strictly el
85 cach ISP [;esldz'zntlal ISP, company,
gery is sent to its local DNS server,
2 DNS query. Here, local DNS is 3
the «default name server”, which 3
query into the hierarchy.

Vers Can

Oelong to hierarchy.
University) haq one, A
Whenever , host makes
0 widely Tecognized g
cts as a Proxy, forwargs

ot DNS components

h DNS service has four components;
The

4 DNS Cache

DNS cache can be the list of names and IP a
already have been queried and have been resojyeg and are
cached. The second meaning regards a DNg server that
simply performs recursive queries and caching without
actually being an authoritative server itself,

2. Resolvers . _
Resolvers are any hosts on the Internet that need to look up
domain information, such as the computer you are using to
read this website.

3. Name Servers

These are servers that contain the database of names and IP
addresses and server DNS requests for clients.

ddresses that

. 4+ Name Space

Name space is the database of IP addresses and their
‘associated names.

?h-‘--___. -~
E‘__s_.___f_'ff_r_lio Peer Applications (P2P)

P2P s a Peer-to-Peer networking where a P2P program is
. E‘% On a user's computer which creates a community of P2P
PPlication users and a virtual network between these users. A
ire APplication runs on ones’ maching allowing it t0 CUI::TC{

ctly to other user’s machines and giving other users the ability
“Onect to Machines in order to transfer files back and forth

°eN the machines,

insta]
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There are. various applications which |
information between the systems. Peer-to-peer js meths A,
application of structuring distributed applications j, a e
such that the individual nodes have symmetrica] roles, Inst?nrk
dividing the system into client and server in P2p applicay o
node may act as both a client and a server. An example Ofonsil
P2P application is Gnutella- an open source, p2p File Sham.lrg
Application. Due to decentralized nature, P2p app“‘:ﬂtionsnng
very difficult to manage. Many Applications like N b, al
torrent, uTorrent, etc. are hybrid of server-client ' bi

and P
architecture. %

Peer-to-peer (P2P) computing or networking
distributed application architecture that divides the
tasks or workloads between peers present in the syste
are equally privileged, an equivalent role of participan
application. They are said to form a peer
nodes.

is 5
availah)e
m. Py -

1S in the
-to-peer network of

Some key characteristics defining P2P applications are:
» The ability to discover other peers

e The ability to query other peers

* The ability to share content with other peers.

Peer to peer is more efficient because when a user wishesto
download a file from a website, P2P protocol - creates TCP
connections with multiple hosts and makes small data requeststo

each. The P2P client then combines the chunks to recreate the file.
A single file host will usually have limited upload capacity but
connecting to many servers simultaneously allows for higher file
transfer. '
Disadvantages:

. Consume a huge amount of bandwidth without production

P2P application is very famous for distributing pirated |
software

: . t
File downloading from a remote user in P2P environme!
cannot be trusted because the files may contain malwares:

-7
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rogramming x

- work socket is presented as the endpoint of an inter-

n 3 munication flow across a computer network. Today,
55 Omunication systems carried out betweer, computers '1;
n‘lth‘l3 internet Protocols. So, most network sockets that we

0 et sockets. A socket address is the combination of |p
o orrespond“fg TC?/UDP POt numbers, A socket js

4 to behave like a termmzi\l w-hich Is created and useq by
ation program: Commumcjeltlo'n between a client process
grver process is communication between two sockets
jas + two ends. When a client program and server program
ateﬁlc‘l’1 ted, a client and server process are created. These two
exeses communicate with each other by reading from .ang
roCeS ockets. Hence socket can be considered as a door

e the applicat d TCP
petween the application process an L

~Gocket?

use
ﬂddresﬁ
e
suPPOS
e ap

an

Hostor
server

=

lﬂhmet

Figure 6.15: Process communicating through TCP sockets

Sewerﬂ"r; .cli'ent process can initiate a TCP connection to the
Uhiect: w}:s is done: in the client program by crelatmg "’f socket
dress fen the client creates its socket object, it specifies the
Bort nun(:b the server process (IP address of the server and the

er of the process). Upon creation of the socket object

:(l}the client initiates a three way handshaking and establish a
Nection with the server. '

1
Java L Ava language java.net. Socket provides a socket and
-net, Sery

\GFSO(:ket provides the mechanism on how the server
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program listens to the clients where it establisheg the
communication between them. sy
Steps that occur when establishing connectjg,

sockets between two computers: Using

1. The server instantiates a Server Socket object "
represents the port no. denoting which Spec;;h-
communication to occur on. ic

2. The server invokes the accept() method of the Serve tSo
class. This method waits for a client until it connecg te t]:

server on the given port.

3. After the server is waiting, a client instantiates , S
object, specifying which server name and the port p,,
to connect to.

Ocket
mbey

4, The 'speciﬁed server and the specific port number is used o
connect the client by the constructor of the socket class, f
communication is successfully established thep the
connected client possesses the Socket object capable of
communicating with the server. '

* 5. In the server side, the accept() method returns a reference
to a new socket on the server that is connected to the
client's socket. ’

After the connections are established, communication can
occur using 1/0 streams. Each socket has both an OutputStream
and an InputStream. The client's OQutputStream is connected to the
server's InputStream, and the client's InputStream is connected to

the server's OutputStream.
Types of Socket

There are three different types of sockets:

i.  Stream Socket (SOCK_STREAM): 'Stream sockets
corresponds to TCP protocol in TCP/IP. A stream of bytes
sent after a logical connection is established with ea
other. It provides reliable, connection-orient??
communication. Some examples of an application that us®
stream socket is FTP, telnet, SSH, HTTP, etc.

1208] INSIGHTS ON COMPUTER NETWORKS

o Socket (SOCK_DGRAM): Datagram socket
) nds to the UDP protocol in TCP/IP suite, Discrete
ib co,-respe called datagrams are sent directly with having
e?salgconﬂe"tion with each other. The delivery of data is
I"glcf;able- Network File System is an application that uses
atagram sockets. '
- Socket (SOCK-RAW): Provide direct access to the
i | wer-layer protocols for example: IP and ICMP,

atﬂgr a

- mple: ping command.

An internet socket is characterized by a unique combination
fthe following: -
o Local socket address: Is resembles Local IP address and
port number
Remote socket address: Only for established TCP sockets.
As discussed in the client-server section, this is necessary
since a TCP server may serve several clients concurrently.
The server creates one socket for each client, and these
sockets share the same local socket address.

+  Protocol: A transport protocol (e.g, TCP, UDP, raw IP, or
others). TCP port 53 and UDP port 53 are consequently
different, distinct sockets.

Table 6.2: Sockel-pmgmmming primitives

Primif:lve
SOCKET

El.@.____ Attach a local address to a socket

LISTEN

.Meaning ‘

Create a new communication end point

Announce willingness to accept connections: give

ACC
ACgpy

Block the ¢ = = :
(ONNECT —A_-___._,___aller until a connection attempt arrives
\\ﬂwpt to establish a connection

_S_Erlﬁljg_l‘llgia_ta over the connection

RECE}y -
lcL(JSE : Bﬁ(igl.‘ff_s_____mata from the connection
J : %nnecﬁon

" avsmem lamanmal
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6.7 Application Server
- Caching)

Concept: Proxym“\\
(Wep
6.7.1 Proxy Server (Web Caching)

In computer networks, @ proxy server can be g i’i"-);;éa' :
running on the same machine working as a browser or S b“rn
computer system. Proxy server is also called a web cache Whic 3
a network entity that satisfies HTTP requests on the hehy)
client. The Web cache has its own disk storage, and keeps ip
storage copies of recently requested objects,

his
I'Jf a
this

When a user configures his browsers, the bm-_.,sér
establishes a TCP connection to the proxy server. The pp,
server sees if it has a copy of the page stored locally. If the pay. .
there then it will see for updates, If the page is up to date, it Passes
the page to the user otherwise a new copy of the page is fetched
with it.

"e

g / g et

Pury Cathe verses
L] i
- i,

Figure 6.16: Proxy server
If the Web cache does not have the object, the Web cache 1
opens a TCP connection to the origin server. The Web cache then
sends an HTTP request for the object into the TCP connection

xy,-ent proxy: Transparent Proxy makes the original
dress available through the http headers. Since,
ad rent proxies have their own right and power to
I;p:he websites and does not provide any anonymity to
c
:hae user: 2y
ous Proxy: It does not make the original IP
A oﬂ)’mavaimb]e to the users and also it is detectable and
addft‘:sﬁis itself as a proxy server but provides reasonable
Lieor:lYmity for most Users.
orting Proxy: It makes an incorrect original IP address
Zf::]ahle through the http headers but identifies itself as a
proxy server.
High Anonymity Proxy: It does not make available the
original IP address and does not identify itself as a proxy
server.

Main Uses of Proxy Server are:

caching: When a user accesses a web page, that page is
temporarily stored in the proxy cache. Then, when a
subsequent user requests for the same web page which is
stored in the proxy cache, they access the copy in the proxzy
cache, rather than having the web page.
Filtering: Allows to block specific sites

Maintain Privacy: Proxy server can hide actual IP address
of Client from the outside world thus maintaining privacy.

' Concept of Traffic Analyser: MRTG, PRTG, SNMP,

After receiving this request, the origin server sends the objétt S —-racer, Wireshark
within an HTTP response to the Web cache. When the Web cache ,_ w ot o —— -
receives the object, it stores a copy in its local storage ——— urap

forwards a copy, within an HTTP response message, to the dfeni ;
browser (over the existing TCP connection between the clien .
browser and the Web cache), 1 :t,

—/ I‘
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g

: wlﬂdo

1 Network Jinks,
ws NT. MRTG

rate HTML pages and monitor the traffic
MRTG works on most UNIX platforms and
is written in Perl and comes with full source.

4 hip
“tacol) ?""}“y portable SNMP (Simple Network Management

m

: w&tion written entirely in Perl. The traffic

APPLICATION LAYER [211]
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loads on network links are monitored and measured al]DWing th
user to see traffic load on a network over time in graphjcy| form &

6.8.2 PRTG (Paessler Router Traffic Grapher)

PRTG Network Monitor runs on a Windows machipe With;
the network. It also collects the various statistics frgp, ﬂlln
machines, software, and devices. It can also auto-discover the e
and also retains the data so that the historical performance can bl
analyzed. PRTG can collect data and for this it supports multip]e
protocols. The network analyzer tool uses SNMP, packet Shiffip ;
and Net Flow to track network traffic. PRTG Network Manitq, c:;
be used for server room monitoring and for monitoring windowg
2003 terminal server. PRTG can also be used as database Monitgy
and for VMware SNMP monitoring.

6.8.3 SNMP (Simple Network Management Protocol)

SNMP is a framework for managing devices in an internet

using the TCP/IP protocol suite. It provides a set of fundamenty] -

operations for monitoring and maintaining an internet. It uses the
concept of manager and agent where manager controls angd
monitors a set of agents. SNMP is an application-level protocol so
that it can monitor devices made by different manufactures and
.installed on different physical networks. SNMP uses two
management tasks: Structure of Management Information (SMi)
and Management Information Base (MIB). SMI defines the general
rules for naming objects, defining objects types and showing how
to encode objects and values. MIP creates a collection of named
objects, their types and their relationships to each other in an
entity to be managed. '

It is a popular protocol network management and is widely
used for collecting information and configuring network devices,
the devices can be servers, printers, hubs, switches, and routers
on an Internet Protocol (IP) network. The devices that typically
support SNMP are " devices like routers, switches, SErvers
workstations, printers, modem racks. MRTG uses the Simpl®
Network Management Protocol (SNMP) to send requests with
object identifiers (OIDs) to a device. It will have a managemen*
________,..-ﬂ‘
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58" (MIB) to look up the OIDs specified. After

n of the information, it will send back the raw
red inan SNMP pmtocpl. The software then creates

gula ent from the logs, containing a list of graphs
u \

d?f?c for the selected device.

g tra

tion :
oM llectio

Tracer
werful network simulation program which helps to
|-world network components like the router, hub,
etc. It allows users to experiment with network

The simulation, visualization, authoring, assessment
jour- Lation can easily learn with complex technology
mllfibog cisco-Packet Tracer.

4 packet

jrisapo
the rea

servel‘,

a d :
cunCeF'{ usimn

Wireshark
it is a free and open-source packet analyzer which

roubleshoots, analysis, software and communication protocol

fevelopment and education of network system. It was Originally

named Ethereal. Wireshark is cross-platform. Wireshark uses the

¢Tk+ widget toolkit to implement the user interface, and using
zp to capture packets; It runs on various Unix-like operating
gstems such as Linux, Mac OS X, BSD, and Solaris, and on
Microsoft Windows 'as well. There is also a terminal-based (non-
GI) version called TShark. Wireshark, and the other programs
distributed with it such as TShark, are free software, released
underthe terms of the GNU General Public License.

¢85
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CHAPTER — 7P S R Do .
- INTRODUCTION TO IPV6 !
_ The huge growth in Internet use has not only |eq ¢
increased demand for better, faster technology but hag alsg
increased the demand for addresses from which to senq and
receive information. This is especially true for develop;n

~countries where people are only really starting to use the Internet,
IPv6 deployment can solve the problem.

Internet Protocol version 6 (IPv6) is the most recent

- version of the Internet Protocol (IP), the communications protoco]

that provides an identiﬁcationland location system for computers

on networks and routes traffic across the Internet, IPyg wag

developed by the Internet Engineering Task Force (IETF) to deg)

with the long-anticipated problem of IPv4 address exhaustion,
{PVG is intended to replace IPv4.

IPv6 Address Space

IPv6 uses a 128-bit address that is very large space
compared to IPV4. IPv6 uses a special notation called hexadecimal
colon notation. Here 128 bits are divided into 8 sections, each one
is 2 bytes long.

Example: FE80:0000:0000:0001:0800:23e7:f5db

Limitation of IPv4

The network layer protocol in the TCP/IP protocol suite is
currently IPv4 (Internetworking Protocol, version 4). IPv4
provides the host-to-host communication between systems in the
Internet. Although IPv4 is well designed, data communication has
evolved since the inception of IPv4 in the 1970s. IPv4 has some
deficiencies (listed below) that make it unsuitable for the fast-
growing Internet.

Despite all short-term solutions, such as subnetting
classless addressing, and NAT, address depletion is still 2
long-term problem in the Internet.

The Internet must accommodate real-time audio and vide?

transmission. This type of transmission requires minimu™
IR
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Y

9

]

| _—rantages of IPV6

s and reservation of resources not provided

ie
gtrates!®
dcl?}.; [pv4 design: .
nth ernet  must accommodate encryption and
The ”-lzatioﬂ of data for some applications. No encryption
au thtf:ntication is provided by IPv4.
orat

2 :arger address Space
i

w3

-

v

~-

dress space of IPv6 contains 212¢ addresses. This

ngrzsds space is very large in compared to the IPv4 address.
;ettel' header format .

¢ uses a NeEW header format in which options are
[PV rated from the base header and inserted, when needed.
_Sr'ig: reduces processing delay due to fixed header size and
there is no header checksum.

possibility of extension

(pv6 has been designed in such a way that there is
possibility of extension of protocol if required.

Reduction in routing table

Globally unique and hierarchical addressing, based on
refixes rather than address classes to keep routing tables
small and backbone routing efficient. ‘

Support for more security

The encryption and authentication options in 1Pv6 provide
confidentiality and integrity of the packet.

Support for resource allocation
I IPv6, the type-of-service field has been removed, but a

:Illiccii]alnli]sm h_as been added to enable the source to request
# . sua andling of the packet. This mechanism can be used
o aigllort traffic such as real-time audio and video.
S multicasting by allowing scopes to be specified.
e -
Ip _
V6 packet ; 3 o
22% dby pay}zt IS composed of a mandatory base header
Nsigy beadus ad. The payload consists of two parts: optional

_wm the upper layer.
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Base Header [ Payload |

Extension Header optional Data from Upper layer

The overall packet format is:

el
Ver (4 bits) | Traffic Class (8 bits) Flow Label (24 bits)
-g Payload Length (16 bits) Next Header (8 bits) | Hop Limit (8 bits)
]
e 4 ———
2 Source Address {128 bits)
3 e —
Destipation Address (128 bits)
- Payload 1
8 Extension header
é" +
Data packet from the upper layer

Figure 7.1: IPv6 basic packet format

Version (4 bits): 4 bits are used to indicate the version of
IP and is set to 6 :

Traffic Class (8 bits): Same function as the Type of Service

field in the IPv4, distinguish different real-time delivery
requirement _ :

Flow Label (24 bits): Identifies a flow and it is intended to
enable the router to identify packets that should be treated

in a similar way without the need for deep lookups within .

those packets. Set by the source and should not be changed
by routers along the path to the destination.

Payload Length (16 bits): Only the length of the payload
(Header length is fixed to 40 bytes)

Next Header (8 bits): Indicates either the first extension 1

header (if present) or the protocol in the upper layer PDU
(suchas TCP, UDP, or ICMPvs6).

1216 INSIGHTS ON COMPUTER NETWORKS

g floP

+— 200ctets —=

Limit (8 bits): 1rva 1L Was appropriately renamed

each hop:
A
Source
originating o=
’ ofthe cur

Héader comparis

rent destination host.
on of IPv4 and IPv6

16 19

it pecause it is a variable that is decremented at
and it does not have a temporal dimension,

ddress (128 bits): Stores the IPv6 address of the

tion Address (128 bits): Stores the [Pv6 address

31 Bits

4 B

1] HL TOS Tetal Length

yersion

identification Flagsl Fragmentation Offset

Header Checksum

al
Tme to Live l Protoc

Source Address

p— Destinstian Address

o Options + Padding

o ——

IPv4 packet format

Version | Traffic Class Flow Label

payload Length

Next Header l ’

Hop Limit

Source Address

-— 4D ottats —=

Destinatlon Address

IPv6 packet format

Figure 7.2: Header comparison of IPV4 and IPV6

few fields have been removed:
* Identification, flags, fragmentation offset
* TOS, header length
* Header checksum
Some o
of the name of fields have been changed:

]
. Total length— Payload length
Protocg]— Next header

L] i .
Time to Jjye, Hop limit
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Some of the added fields in IPv6 header are:

e ‘Traffic class

e .Flow label

ngor Improvements

.
fixed length, 40-byte [P header

e No header checksum: result in fast processing

No fragmentation at intermediate nodes: result in fagt Ip

forwarding

7.3 Difference Between IPv4 and IPv6 : &
The difference between IPv4 and IPv6 is shown below:

1PV4 IPV6 .
IPv4 has 32-bit address length. |IPv6 has 128-bit address length.
It Supports Manual and DHCP|It -does nat require Manual and

address configuration. DHCP address configuration It
supports Auto and renumbering

address configuration.
In IPv6, end to end connection
integrity is achievable.
IPSec is an inbuilt security feature
in the IPv6 protacol.

In IPv4, end to end connection
integrity is unachievable.
Security features
dependent on application.
Address representation of IPv4
is in decimal.

Fragmentation performed by
Sender and  forwarding only by sender.
routers. '

In IPv4  Packet, flow
identification is not available.

are

in hexadecimal.
In IPv6 fragmentation performed

In IPv6 packet, flow ide

In va4, checksum field is
available.

available.
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No option field: replaced by extension header. Resut
a

Address Representation of IPv6 is

ntification| 4

is available and uses floW lab€! =
field intheheader. —1 The

_ —
In IPv6, checksum field 13 ng R L

IPV6
In IPv6é multicast and any cast
message transmission scheme is
available.

In IPv6, encryption
authentication are provided

and

[Pv6 has header of 40 bytes fixed

n be abbreviated if there are many zero

[pv6 address ca
he the leading zeros of a section can be

it In such a case,

EBO;Q'O_Q_Q_;QUOU:D_QQI:0800:23E7:F5DB
' dropped
£F80:0:0:1:0800:23E7:F5DB

qubstitute by double colon _
The address can be further abbreviated if there are a group

F

{ f4ll zeros. A string of repeated zeros is replaced with a pair of

colons
FE80::1:0800:23E7:F5DB

. In1Pv6 address, double colon can only be used once. For

erample, we have address 1
2{1130:0000:1212:2341:0000:\000{]-:1212:2
which can be written as either

.;:-212:2_341;00.00:0000.»1212:2515

0000.
00:0000:1212:2341:1212:251E

ﬂkl’bn'ﬂgﬁﬁei;s,.= RS Ty e A
—— L e b b AR
 Mlong) en:idc:ﬁrz of a fixed base header followed by a set of
Crality eaders was chosen as a compromise between

_ and efficj
S?Fﬂrt ﬁm(:tio“slc;i"ﬁ% IPV6 needs to include mechanisms to -
: ¢h as fragmentation, source routing, and

INTRODUCTION TO IPV6 |219]
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authentication. However, choosing to allocate fixed fields
datagram header for all mechanisms is inefficient becayse 1
datagrams don't use all mechanisms; the large IPV6 addreg, S';lst
exacerbates the inefficiency. . 28
The IPV6 extension header paradigm works similar ¢y IPv4
options a sender can choose which extension headers to include iln
a given datagram and which to omit. Thus, extension heade

% 2 cutan rs
provide maximum flexibility. :

The length of the base header is 40 bytes. However, in [p,, X

" header can be followed by up to 6 extension headers. This is
give more function_a_lity to IP datagram. Extension headerg of
variable size contain a Header Extension Length field and mysg
use padding as needed to ensure that their size is a multiple of g
bytes. Next Header field in the IPv6 header and zero or more
extension headers form a chain of pointers. Each pointer indicates
the type of header that comes after the immediate header until the
upper layer protocol is ultimately identified. Extension’ headers
must be processed strictly in the order they appear in the packet.

Optional
Base Extension Extension .
bt Data
Header Header 1 Header N
" 40 octets
VIR | TolicClus Flow hibe]
Paybad keagth — Nestheader | - Hoplimit Base
a = e ’ Header
o / Souree hlress
" Dxstintion address i
e T Raiee | Meodrkord | :
— ; i
C Tk | Hedatogn |
i 2 Fateasion
r Header
: :
Lwt‘ml Header kngh |
Figure 7.3: IPV6 extension headers L
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(.

1

of B

pensio” header

ctension Head

Pad1
———l Fragmentation |
—‘Fﬁuthcnlica_tion |

Encrypted securityj

ers:

Jumbo payload

pavload

——linestinatlon option ‘

Figure 7.4: Extension header types

gase Header TCP Segment
NEXT=TCP
pET s
One Base Header
e -
Base Header Route Header TCP Segment
NEXT=ROUTE NEXT=TCP ‘
Two Base Headers R
Base Header Route Header Auth Header TCP Segment
NEXT=ROUTE NEXT=AUTH NEXT=TCP
Three Base Headers

Figum._?.lS: Example of header chain
Hop:by-Hop Options Header _
The hop-by-hop option is used when the source needs to

Pass information

fa

x to all routers visited by the datagram. So
» only three options have been defined: Padl, PadN, and

Jimbo payload. The Padl option is 1 byte long and is

designed for

to Pad

2 YtES are n
S useq

Smll'(:e RDu

ting

LTh alignment purposes. PadN is similar in concept

- The dlﬂ"erence.is that PadN is used when 2 or more

i d‘?ﬁ'cled for alignment. The jumbo payload option
efine a payload longer than 65,535 bytes.

e Sﬂuf‘c . %
er . ; ;
O the gtricy outing extension header combines the concepts
s .
OfIpyq ource route and the loose source route options

0
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Fragmentation

The concept of fragmentation is the same as t
However, the place where fragmentation occur )
lf.’vf-l-. the source or a router is required to fra ¥
size of the datagram is larger than the MTU of
over which the datagram travels. In IPv6, only
st_}urce can fragment. A source must use a path
discovery technique to find the smallest MTU support o
any network on the path. The source then‘fragme ed-by
this knowledge. il

tin |pyy
differs, 1,
gment if y, |
the Networy,
t]'lE Origilla]

Authentication

- The authentication extension header has a dual purpose: j;
validates the message sender and en i :
: sures the integri
data. Bt

Encrypted Security Payload .

The t_encrypted security payload. (ESP) is an extension that
provides confidentiality and guards against eavesdropping.
Destination Option

The destination option is used when the source needs to
pass information to the destination only. Intermediate °
routers are not permitted access to this information.

Table 7.1: Next Header Code used in IPV6

Code Next Header

44
50
51
59
60

Next Header
Hop-by-hop option
ICMP
TCP
uDP
Source Routing

Code
0-
2
6

17

Lig

7.6 - Transition from 1PV4 to IPV6

Because of the huge number of systems on the :
transition from [Pv4 to IPv6 cannot happen suddenly:

. ; IPVo,
problem when transitioning to [Py6 is that while neWw =

Fragmentation
Encrypted Security Payload
Authentication

Null (No Next Header)
Destination option -

___________,_,"-‘

The
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[nternet, thé

pvb |
__’-/-

| vation, g e wﬁen sendin a pac
1 we host queries the DNS.-I;g thza;)];\?;

] re[med fo a
| peeive both I

|

4

E

3

e iiarm=

nb
rec® e of handling

m but already V= =0 -
[Pv6 datagrams. It takes a

. e before every system in the Internet
ol ® The transition must be smooth to
- n IPv4 and |Pv6 systems. Three -

ns betwee i
p the transition.

n dEViSed to hel

T;aRSilion
strategies

Header translation

Tunneling

Figure 7.6: T vansition methods from 1Pv4 to IPv6

144 Dual stack Operation | | l
e a node has both IPv4 and IPvé6 implementation,

s IPv6 / 1Pv4 node which has ability to send and
pv4 and IPv6 datagram. -

When interoperating with an IPv4 node, an IPv6/1Pv4 node
o use IPv4 datagrams and when interoperating with an 1Pv6
uds it can speak 1Pv6. In other words, a station must run IPv4 -

{ adiPvé simultaneously until all the Internet uses IPvé.

. Application and
Transport Layer

] .

1 1

1Pva

=3

L
[E—

4
TolPva System

Underlying LAN or
WAN Technology

Y
"To IPv6 System

Figure 7.7: Dual stack

To de
termi .
hadEs I'Mmine which o
ti rsion to us
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e &

returns an [Pv4 address, the source host sends an [py4
the DNS returns an |Pv6 address, the source host sepq
packet.

Packet, ¢
S an IP\'G

7.6.2 Tunneling

Tunneling provides a way to use an existing [Py4 routiy
infrastructure to carry IPv6 traffic. The key to a Successfy]
transition is compatibility with the existing installed base of
hosts and routers. While the IPv6 infrastructure is being de
the existing IPv4 routing infrastructure can remain functig
can be used to carry IPvé traffic.

IPvg
IPyg
Ployeq,
nal, and

o=,

IPv6 Host

Figure 7.8: Tunneling

Tunneling is a strategy used when two computers using
IPv6 want to communicate with each other and the packet must
pass through a region that uses IPv4. With tunneling, the IPv6

node on the sending side of the tunnel takes the entire [Pv6 packet |

and put it in the data fields of an IPv4 packet which is then
addressed to the IPv6 node on the receiving side of the tunnel. The
intermediate 1Pv4 routers in the tunnel route this IPv4 among
~ themselves without concerning about the content. It seems as if
the IPv6 packet goes through a tunnel at one end and emerges at
the other end.

7.6.3 Header Translation

sender wants to use IPv6, but the receiver does not understan
IPv6. Tunneling does not work in this situation because the

must be in the IPv4 format to be understood by the receiver: i; E |
this case, the header format must be totally changed througt
___.—--""""
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=
Header translation is necessary when the majority of the =
Internet has moved to [Pv6 but some systems still use |Pv4. The %

packet  §

pslation- The header of the IPv6 packet is converted to

h“’de:. header. Header translation uses the mapped address to
[PV

! e an [pv6 address to an IPv4 address.
la
rans

pv6 Host

Figure 7.9: Header translation

geader Translation Procedure:

change the IPv6 mapped address to an IPv4 address by
extracting the rightmost 32 bits. '

piscard the value of IPv6 priority field.

set the type of service field in [Pv4 to be zero.

calculate the checksum for IPv4 and insert in the
corresponding field.

» Ignore the Ipv6 flow label.

+ Convert the compatible extension headers to options and
insert them in the |Pv4 header.

+ Calculate the length of IPV4 header and insert it into the
corresponding field.

*  Eventually, compute the total length of the IPv4 packet and
insert it into the corresponding field.

1 1PV6 Addressing

1 Unicast:

r:e destination address specifies a single computer (host or
: ::e");l the datagram should be routed to the destination
g the shortest path. A relation between source and

destinatiop, |

glob;:;alt:mn IS one-to-one. Types of unicast addresses are
+{ink local and site local unicast.

Anycast,

The desting

tion is a i i
ation a set of computers, possibly at different

that all share a single address; the datagram

INTRODUCTION TO IPV6 - |225]
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should be routed along the shortest path and delivereg "
exactly one member of the group (i.e. the clnsest'member) 3

' M\ETWORK SECURITY

3.  Multicast: _ : E it S 278 A

The destination is a set of computers, possibly at Multip]q ter Netvyorkcsl'?fre a tsharecl resoutl:e usecli( by many
locations. One copy of the datagram will be delivereg o jcations for n?any -l eire.n PLII'PDSES.. EtW(‘:il' securllty
each member of the group using hardware Multicast g, 1 P ues tO be an mcrea‘smg y lmpor‘ta_nt topic, paftlcul.arlyi with
broadcast if viable. The relation between source and nt.' crease in network lntercon.nectmty. The basic objective of
destination is one-to-many. ‘ eerk secufiry is to communicate securely over an insecure

Users sometimes want to encrypt the messages they-

7.8 1Pv6 Multicasting ; R B “;;‘:;:ﬁh the goal of keeping anyone who is eavesdropping on the

In IPv6, multicast traffic operates in the same way tm _ :hanﬂel frqm l?emg s 1o ;‘ead dic Fontents Of. s mn:.essage.
in IPv4. Arbitrarily located IPv6 nodes can listen for multicast Netwﬂfk sécurity. has bflco;ne S S }llmportaélt EDC Wi the
traffic on an arbitrary IPv6 multicast address. Nodes can join or ability tO contact any.bo e 'anyw' S mf)rg-and o
leave a multicast group at any time. IPv6 multicast addresses have people jUi“i"g the internet with diverse app'llcatlon. So-me
the first 8 bits set to 1111 1111. Therefore, an IPv6 multicast possible threats that can be encountered in networking
address always begins with FF. environment are: viruses, worms, etc.

IP multicast address has a prefix FF00:/8. The second octet
defines the lifetime and scope of the multicast address. Multicast
addresses cannot'be used as source address or as intermediate
destination in a Routing Extension Header. Some examples of IPv6
Multicast address are for different purposes are; RIPng, OSPFv3,

| attacks: ,

The internet has helped to open the door to vandals all over
the world, masking any system connected to it vulnerable to
attack. Some of the possible attacks are: '

EIGRP. : { * Interruption: It is an attack on the availability of
. information by cutting wires, jamming wireless signals or
dropping of packets

‘ _ | 3 Interception: When a message is communicated through
| ‘ network, eavesdroppers can listen in use it for his/her own
benefit and try to tamper it.

Modification; Eavesdropper can intercept it and send a

modified message in place of the original one.

-Fabri
ab-ncation: A message may be sent by a stranger by
Posing as a frieng,

Denj .
HSt:lz:lTl of service attacks: It makes a service unusable,
¥ by overloading the server or network

1
———-""'"'-’. J ;
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O O |I&— @
Interception Interruption
i ]
O —0
Modification I-‘-nhrllcaﬂnn
Figure 8.1: Attacks
8.1 Properties of Secure Communication

s S
When two people want to communicate securely over the

computer network, certainly sender wants only the receiver to be
. able to understand a message that sender has sent even though

they are communicating over an insecure medium where an
intruder may intercept, read and perform computation on
whatever is transmitted from sender to receiver, A receiver also

wants to be sure that the message he/she receives from a sender

indeed sends by a real sender and sender also wants to sure that
person to whom he/she communicating is indeed the actual
receiver. Sender and receiver also want to make sure that the
content of their message has not been altered in transit.
Considering . these requirements, we can identify the following
desirable properties for secure communication, as essential task
of Network Security.

g ta

Lontroland data messages i

Secure
receiver |

Channel

lm:rudr:r.
Figure 8.2: Sender, receiver and intruder
1. Confidentially

Only the sender and intended receiver should be able to
understand thé content of the transmitted message:

——
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{ ¥ goth the sen

-

1

Par

der may tap the message, it is necessary that
" somehow encrypted so that data can't be
than the receiver.

ecausé int
age
e mess
:rlllderstood byrother
jcation
puthent’c der and receiver- should able to confirm the
Bot f the other party involved in the communication to
jdentity (tjhat the other party is indeed who or what he/she
confirm
claim tO be.
'.re Ildiation .
No‘n th:ability to prove that the sender actually sent the
It is :

ata.

:i essage Integrity and Non-reliability '

Even if the sender and receiver are able to authenticate
each other, they also want to ensure that the content of
their communications is not altered, either maliciously or
by the accident, in transmission. Checksum techniques,
Digital Signature message digest is some ways to provide
such message integrity and non-repudiation.

5. Access control and avaiiability

Some user may be legitimate to access resources while
others are not. This leads to the notion of access control;
ensuring the entities seeking to gain access to resources are
allowed to do so only if they have the appropriate access
rights, and perform their access in a well-defined manner,

Acce‘ss controls can be implemented by firewalls on
apphcanun-level, on packet-filtering etc,

B —
< Yptography

to the tools and techniques used to
¢ for communication between the
Mmessages immune to attacks by hackers.
vital role for private communication
Some important terminologies used in

Make typ tography refers
. Messageg secur

DUblic
“pt Network.
Ography dre;
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Bl

.. Plaintext /clear text: The original message produceg
the sender is called as plaintext. It is data b
transmission. Flofe

. C-ipher (code) text: The plain text is transformeq
ciphertext. The encryption program converts the plain"tllz0
plaintext into ciphertext. It is encrypted or disguised data :

. Key: It is a secret information to encrypt or decrypt data

which is a value or a number. The cipher as an algorith
operates on the key. &

. Ciphers: The encryption and decryption algorithms
together are referred to as ciphers. This term is also used to
refer to different categories of algorithms in cryptography.

Cryptography software and/or hardware devices use
mathematical formulas (algorithms) to change text from one form
- to another. It is the technique in protecting integrity or secrecy of

electronic messages by converting them into unreadable (cipher

text) form. The encryption and decryption algorithms are public
and anyone can use them but the encryption and decryption keys
are secret. '

Sender . . Recefver  Plaintext

Plaintext
Message, m Mossage, m
Ciphertext I
Encryption Decryption
algorithm 3 algorithm
Channel

Figure 8.3: Components of cryptography -

8.2.1 Traditional Cipher .
Encryption methods have historically been divided into two
categories: Substitution ciphers and transposition ciphers.

1. Substitution Cipher : _

‘In a substitution cipher .each ‘letter or group of letters fS

replaced by another letter or group of letters to disguise It
Substitution cipher can be of following types:

a. Caesar cipher .

For English text, substitution of the letter in plaintext

message is done by a letter that is k position

|230] INSIGHTS ON COMPUTER NETWORKS

by

behind that
_.__.---"""-'.

m a student” would be "k co ¢ UV.
While the ciphertext looks like
ke long to break the code if you
i ing Used, as there are

the Caesar cipher was being : ;
Koet? t;]atossible key values. It is easier to break if you

onl):v zthat cipher text is used to disguise data.
kno i
ponoalphabetic Cipher |
& i onoalphabetic cipher, substitution of one letter in
In

plaintext message is done by another.l;tter, blut n::
following the regula; pattern ?s (.:aesar cipher, as long
each letter has a unique substitution.
plaintext: abcdefghijklmnopgrstuvwxyz
ciphertext: mnbvcxzasdfghjkipoiuytrewq
For example, Plaintext: attack would be transformed
into the cipher text QZZQEA

¢. Polyalphabetic Encryption: The idea behind
polyalphabetic ~ encryption is to use multiple
monoalphabetic or Caesar ciphers, with specific cipher
to encode a letter in a specific position in plaintext
message. 2 :

"I a
s [f k=2' then
i’l;f" in cipher text
onsense it wouldn't ta
n

Jett

For example, if two different Caesar cipher (with k=2
and k=5), as shown below, one might choose to use these
ciphers C1 and C2, in the repeating pattern of C1, C2, C1
ie, first letter of plaintext is to be encoded using C1, the
second using C2, and third using C1 and fourth using
again C1 by repeating pattern. kK

llaimfla|s|t|jul|d|le|n|t
kco'cuv“"f'gpv
njfir |flx|ylz|il|j|s]|y

Then plaintext message

0 ¢ Xvwigron o “I am a Student "is encrypted as "k
deg 8Py using C1C2C1 pattern. Here encryption and

" !
k=EZEW0n keys are knowledge of two Caesar keys k=2 and
ellas pattern C1C201. .

NETWORK SECURITY |231]
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4 xt has almost the same gize as the origilial lllkesapt
e i )
"2, Transposition Ciphers ‘ ciph;::il: ona secret Of somilfando’?h““iremizzl; d:;?ﬂ
io: ! ends on the key -
Substitution ciphers preserve the order of the Plaint 1 Thg stren ) mﬂsslis ?segster and efficient. -
symbols but disguise them. Ti ition ci, s jon of [27E® . ‘
ransposition ciphers reorder enctyl same‘sac-ot kay” .

- Plaintext
Messago, m

Decryplion

algonthm

Koy B{decryption kcy)

tllle letters but do not disguise them. A transposition-hag
cipher is different from a substitution-based cipher in thed :
¥ - a
the order of the plaintext is not preserved. Rearranging tht a0
order of the plaintext characters makes common pauerne
s

‘m-.mlcn"ﬂ’d':" key)

E

e

unclear and the code much more difficult to break.
: N ic k tography principle
1 2 3 3 'Fig“'e&6' SymPHEf”C ey cryplograp Y P

M it takes less time to encrypt a message using the

L - . ] - ]
I B — symmetric key algorithm. This is because tlhlS key is of

Dha p Plaintext : smallerSiZe (length]
. Itis effective to use for long messages.
[ | pisadvantages: )

L Reorder M ‘ Reorder . The sender and receiver both should have a unique
A | symmetric key. Therefore, a large numbers of user

Encryption Decryption increases. '
S + The distribution of keys between two users can be

difficult. :
Figure 8.4: Transposition cipher . : i
: {2 Asymmetric Key Cryptography (Public Key)
8.2.2 Types of Cryptography Algorithm h
: 2 €8 [public encryption key) _ dB{private decryption key)

Cyplogaity = | s

Encryption Ciphertoxt E ]

Decryption

algorithm

algenithm

r_ Channel

Symmetric key -
(Secret-key)

Fi ; .
o lgure 8.7: Asymmetric key cryptography principle
a&:me % |
c%tograp}fm;hlfey cryptography is also called public key |
L Pupjie Y- his cryptography principle uses two keys: = |
e : . |

: ublic, T:;"Ylltmn Key (e): It is announced to the g |
: sender uses the public key to encrypt the . - 41|

Asymmetric-key
(Public Key)

Figure 8.5: Cryptography

1.  Symmetric Key Cryptography . !
: : d recel
In Symmetric key cryptography, both sender anc - m
- tion and decryption. Th¢ ®55age to be sent,

share a single secret key for encryp
et | \
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B
ted OT decrypted, like a SUDSEIEU'Ll;liJu :on -_(;f
k cipher: is made of a combinatl

05 : ) )
ver, ‘.ﬂilf]‘ aractef s (also called p-boxes), substitution units (also
In Asymmetric Key Cryptography principle wh bi6 asiﬂoﬂ units clusive—OR (XOR) operation. permutation box
value 'e' is known encryption easy and :n ‘Whenever the | lﬂ'fdp bo. and__ e.'.x | transposition cipher for characters. There
easily encrypt. Likewise, decryption ve y hmeSsages can a els et,-adltlﬂﬂ; xes in modern block ciphers: Straight P-
when d is not known (this is regarzd Zrd’ Il Pal’A:JJH-‘JF-‘ es af - osand Compression P-boxes.
decryption). Decryption easy when d is knowrsl 2}11{&5’ of ar?es Expansmn p-boxe _
famous Asymmetric Key Cryptography algorithm-i RE mogt | b¥ | .

R0 —— n standard (DES)

ii. Private decryption key (d): It is kept by the recq
The message is decrypted with the help of this ke;l:el

AdvaﬁtagES; ‘ . Tata Encryptloﬂ :
* There is no compulsion of using (sharing) the s : = pES is @ symmetric-key-block Alpek whichis &p dlEpriFe
key by the sender and receiver. ymmetric B st ced-length string of plaintext bits and transforms it
X - A . . A .
e The number of keys required reduces tremendous] ugh2 series of complicated operations mtovanother ciphertext
i : sly. . ?:Dsn'iﬂg of the same length. DES was designed by IBM and
: ;
; . - U.S. government as the standard encryption
e The algorith i ted by the '
P a8 egs al l ms u?ed are highly _Com1-31ex. fﬁmd for non-military and non-classified use.
B ong tllme to calculate ciphertext from plain g4-bit plaintext 64-bit plaintext
; ] .
e Itis necessary to verify the association between a sender t ; : 'I:‘)ES : &
and public key. ' § ——SG-bitkey —>  (everse cipher . E
- % oy & g b
Difference between Symmetric and Asymmetric key system: ; ‘
Symmetric Key System Asymmetric Key System (Public Key) Shiompeans : 64-bit ciphertext
(Secret Key) _ _ Figure 8.8: Encryption and decryption in DES
Operation

The sender uses the public key off

Sender and receiver both
to encrypt and receiverl |* Itencrypts data in 64-bit blocks. A 64-bit block of plaintext

users share a pair key. receiver

. decrypt the message using privatekey. ges in one end of the algorithm and ;
It is more efficient. It is less efficient. Clp;lerte:gt comes out the other end r’Il'h albiiieg ?hmk i
= e et : and ke . The same algorithm
3 tion a
It is used for encryption and decryption| 4 y are used for both encryption and decryption.

It is useful for encryption

| The :
and decryption of long of short messages. | "éencryption process i
~ 1§ - b ocalled injt S5 made of two permutations which
message. i initial and final permutati which
Tations, g utations, and 16 round

A large number of keys|The number of keys is less. 1,

arerequired. - \—’_/,/" ey is al g .
Used, T S0 64 bits long, of which in fact oniy 56 bits are

arerequirec. =
Block Cipher ' € Temaining § b : ;
. . : - The Its are used fi i
Block ciphers use a block of bits as the unit of eIlCI'YPt'OD . DES - algorithm - or parity checks.
n blocks, each Mutatj essentially consists of a series of
o

and decryption. Block ciphers process messages i Ons and substityt; A
_ ons. A block which is t
iIs to be

fciph
_/ EI'ed is f.
ir :
_ = _ st subjected to an initi _
[234] INSIGHTS ON COMPUTER NETWOR , an initial permutation [P
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oy

then to a complex series of key-dependent operatigp a
finally to a permutations 1P-1, which is the inverse (,f‘t:
initial permutation. <

d-bat plamtext

et ,,__.____J‘ S
lnitial permutation

DES

Round |

Round 2

]

K,
48-bnt

S6-bit cipher hey

-
-
-

K,
48-bnt -
; Ky
I Round 16 FW

E Final permutatron J

1
¥

63-bit ciphertext

_ Round-key peneratur

Figure 8.9: General structure of DES
DES uses 16 rounds and each round is a Feistel cipher. The
overall processing at each iteration is shown pelow:

32 bits 32 bits

Ly

I e

|

I ;

bl [Frako e K,

I 'f A2 e : |
e .
=1 |
- g_ 1

l |

b i

| = |

{ O Bt ]

¥ ¥
[
32 bils 32 bis

Fig (a) round operation
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-.--__-_.-._— -
BSA algorithm is th

g

|_K, (48 bits)

32 bits

Y

Qut
Fig (5) function operation

Figure 8.10: Overall processing

| 75 Agorithm (Rivest, Shamir, Adleman)

e most common public key encryption
dgorithm used in Network Security. It uses two numbers ‘e’ and
d as public and private which have a special relationship to each
dher. These two keys help to encrypt and decrypt the
iformation. It is based upon a fact that it is easy to multiply two
pime numbers but it is very difficult to factor that product and
gtthem back.

Agorithm:

Choose two large prime numbers: p and q such that p is not
equal to q,

Compute n=p x q,
=(p-1) (q-1)

?hoose the public key
3ctors with 2 (e and 2 2

chUOSe z
by the private key

‘e’ (with e<n) that has no common
re relatively prime).

‘d’ such that ed-1 is exactly divi.sible

Le.(exd)mudz:__l

NETWORK SECURITY |237|
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A public key is (n, e) and a Private key is (n, d).
Encryption; Cipher text, C =me mod (n)
Decryption; message text, m=C° mod (n)

‘ RSA provides a very good security since
prime numbers. Their product is so large that a

the code using even the fastest computer shall

it USES very I Y
n attempt tq bregy
equire a fey, Years

Example 1: Encrypta plaintext ‘g’ using RSA algorithm, -

Solution:

Let p=7 and q=11

Then, n=p x q=77 and z= (p-1)(g-1)= 6 x10=60
Lets find e which is a number that is

prime to z and must be
l<e<z.

We choose e=13 which satisfies the given condition,
* So, public key is (e,n) ie. (13, 77)
Then our ciphertext becomes,
Given plaintext is ‘E’ so m=5.
Ciphertext (c) = m® mod (n)
= 513 mod (77)
=26
For decryption, d must be such that (e x d Jmodz=1 ie,
. (ed-1) is divisible by 60
If d=37, then (ed-1) =480 which is exactly divisible by 60.
So,m =Cdmod (n)
=2637 mod (77)

. Example 2: Encrypt “SUZANN E” using RSA algorithm.

Solution: _
Let, p=3 and q=11 are the two prime numbers.

| Thus, n=p x q=33 and z= (3-1)(11-1)=20.
1,2,4,5 and 10 (e<n) are factors of 20. So, e ca
other than these factors.

n be any value

_—.-—’-.-'-—’I
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{ Yore precigely,

it garS P
e

o i mod z=1 :
Leb e=3 suc y Condiﬁon < (d el
10 compute ! .
doitby using d 7. e
1 WE + 20 X 1 _ 2}.: 7
#1 b =1 i.e,"
izi}d : 3 hdition (d X e) mod Z
b hich satisfies the conditl
d=7 W: i :
T o Remamder] g o
| 21@@3‘1 ( c=memod(m) | 4 | ™7 c tion}
____,_,—————"__'_“-_
>0 | 26t | 21" 21
Bt | o261 | BL g Z
U 1= 6 .20 207 26( L___
/z/ 26 | 1757 0 - -
. T‘d 1 1 .57 14(N]
1y | 14| 2744 ,
N | 14 | 2744 R = i
R 28 5(E)

B5 Deffi Helman Algorithm

ey

This is a key exchange algorithm used for securely
eablishing a shared secret over an insecure' channel. The
ummunicating parties exchange public information from which
they derive a key. An eavesdropper cannot reconstruct the key
fom the information that went through the insecure channel.
the reconstruetion is computationally infeasible,
secret has been established, it can then be used to -
use with symmetric key algorithms,

steps outline the algorithm:
Befora establj

Tthe shared
terive keys for

TI]E fl)l]uwing

NETWNDY crm e .—
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These two numbers need not be confidentia
through the Internet and can be public. '

The steps are as follows:

I; they can pe Sent

1. A ChO()SES a lalge ]andom nu"lbel X a]l(l t
Calcula es Rl-_

A only send Ry B

. B chooses another large Illumber and calcula =
calculat
y e Ra= Gy
4,

B sends Rz to A. Again, note that B does not.send the
value of y but only send Rz

5. A calculate K= (Rz)* mod N. B also calculates K= (Ry)y
mod N. And K is the symmetric key for the session

’ Host A Host B

Ry=G*mod N

R,= Grmod N

K=G=mod N

l'_.
Figure 8.11: Deffi helman.
" Note: the symmetric key in Diffie-Hellman protocol is K=G¥
mod N.
Example:
Suppose G=7 and N =23
A chooses x =3 and calculate R1=

Grmod N=73mod 23=21"

thentication mechanism that
to attach a code that acts as
re guarantees the source and integrity of

the mesSage- : ;
L . v
Wh digital signature: - :
4 When participating in financial or legal transactions, people
en identify themselves through a handwritten signature or by
entering a PIN, but when a person want to sign an electronic

dument and no one else, he need to create a digital signature.

A digital signature is a security procedure that uses public

key cryptography to assign to a document a code for which user
done have the key. :

Digital si i
it gital signatures should be done in such a way that, they

L Verifiable;

Itm i ‘
Signed by an ust be possible to prove that a document

i =4 2 individual was i e =
= te Ro= Gy mod N= 76 mod 23 indivi . as indeed signed b
B chooses y = 6 and calculate Rz= 7. B, Vidual. The Signature must be verifiable ) ol
Now, | onforgeable ang N .
on repudi x : o
A sends the number 21 to B 2 forged anq 5 signer c::: l:‘ l;]e' The signature cannot
Vm . 0 at .
B sends the numbgr 4 to.A Utung; Signed the document. In diﬁ;: lrep‘f-dlate or deny
A cilculates the symmetric key as - ent. : al can only sign the
4___.;—-""‘-— 3 .
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o two hashes are compared. If the two hashes agree, the

d 1 L) .
an’ s not tampered with, and the user's digita| s it |
jata W gnature is

Host A Hastp
Message M Message m
A’s Public key
Signing Algorithm  [~— @ 2 Verifying Algorithm
A's Private key

{Message (M),SIgnature (S))

Figure 8.12: Digital signature process

. A digital signature may be formed by encrypting the ent
with the sender’s private key or by encrypting a hash code oft|1:E
message with the sender's private key. This encoded has}?
becomes the digital signature or transmitted with the document,

Signing Verlfication
S| =) [ ] _\

Dats
! 191010111010 | ?I 101010111013 |
Hash Mash

I'the hastcaerccqua then tee ugna.re svilid

Figure 8.13: Signing and verification of digitally data

When a user digitally signs a document, a hash is generatﬂF1
from the document through a complex mathematical computation
that generates a large prime number, This encoded hash becomes
the digital signature and is either stored with the document of
transmitted with the document. Later if someone wants to verify
that this document belongs to this use, a new hash is created for™
the document. The original hash which has been encrypted with

- the owner's private key is decrypted with the owner’s public key: |

1242] INSIGHTS ON COMPUTER NETWORKS

; galid- ‘

1 .plail'ltext_

<~ Gecuring E-mail (PGP e

meveloped by Phil Zimmerman in 1995, Pretty Good

privacy (PGP) is an e-mail encryption scheme (technique) that has
become & de-facto standard that is being used widely, by
thousands of users all over the globe. Depending on the version,
the PGP software was supposed to use MDS or SHA for calculating

. the message digest such as CAST, Triple-DES or [DEA.

PGP is high-quality encryption software that has become
quite popular for creating secure e-mail message and encrypting
other types of data files. In addition, PGP provides data
compression. PGP employs some of the latest techniques of
encryption including public key cryptography & digital signature.

When PGP is installed, the software creates a public key
pair for the user. The public key can be posted on the user’s Web
site or placed on a public key server. The private key is protected
'by the use of a password. To maintain the security of the system,
the password has to be entered every time the user accesses the
private key. PGP gives the user the option of digitally sign the
(sent/received) messages, encryption of those messages, or both
digitally signing and encrypting. It is assumed that all users are
using the public key cryptography and they ha'-'e. generated a
Private /public key pair. All users also use a symmetric key Sf"gltf’;
Such as triple DES. PGP encrypts data using block cipher &2 7
IDEA (International Data Encryption Algorithm) which uses
bit keys. :

The general idea of PGP _ =
A . . A O
T e

- o end
The simplest scenario is ?
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secure/ Multipurpose Internet Mail

. rnOSE Jnternet Main Extensions (MIME) is a
ulciPt'® rotocol that allows non-ASCII data to be sent
suppleme“ mail- MIME transforms non-ASCII data at the f.SE‘Ilde.l"
proug? * (Ne:work Virtual Terminal) ASCII data and delivers it
et MTA to be sent through the Internet. The message gt |
o the lee“ site is transformed back to the original data. E-mail
the receivin <sages only in NVT 7-bit ASCII format. Also, it cannot
can s& 6 san pinary files or video or audio data.

beused[
Conﬁdentiality - | g 7-bit NVT AsCII Non-AsCli code
it e §-mall System can be achj
conve eybtion weih : eved using =
% me session key as sho |
: wn

 A'sprivate key 4
Figure 8.15: MIME

2 E'sDuAhﬁcbey EE  B'sprivate key
=) Encrypt with shared session key ¢ A's public key
| session .
- A b L e ; - =0
=] securing TCP connections: Secure SocketLa ;
=i—m—= P v p—
s is -designed to provide security and compression

envices to data generated from the application layer. SSL can

receive data from application layer protocol, the recei i

' ' ' ) ceived d

A’s can create a session key, use the session key to encrypt compressed, signed and encrypted. The data is then d ; o
the message and the digest and send the key itself with the reliable transport-layer protocol B

message. However, to protect the session key, A encrypt it with B's

Figure 8.14: PGP process

e kf-fY- ' : :  Application Layer

When B receives the packet, he first decrypts the session :
key, using his private key. Then uses the session key to decfr{hp: _ Secure Socket Laver
the rest of the message. After decompressing the rest O'f't'
message, B creates 2 digest of the messageé and checks to s?ﬁ ln;i ;s ‘ TcP
equal to ’the digest sent by A. If it is, then the message is autne ) B -

services offered by PGP:

+ Authentication ' i Figure 8.16: SSL Layer

jali re
ession ay P.e, 'S a protocol desi (SSL), originally developed by

« Compr o Mication betwee gned to provide data encryption

. Email compatibility \“‘iweb client and a Web server, Wi, e
: 4 enever

NETWORKS
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Fragmentatinn: SSL divides the d
~ Compression:

one of lossless

server.

- ata into blocks,

Each fragment of data is com

compression method between the client and

Messgge Integrity: SSL uses a keyed-hash functinn to
create a Message Authentication Code (MAC).

Conﬁdentiality: To provide confidentiality, symmetric key
cryptography is used,

. Framing: A header is added to the encrypted pa};load.

The exchange of messages facilitates the following actions: -

¥ Autheriticate the server to the client;
. Allows the client and server to select a cipher that they
both support;
« = Optionally authenticate the client to the server;
ypti ' to generate share
"« Use public-key encryption techniques
secrets; |
. Establish an encrypted SSL connection
- Advantages:

t card transactions.

To s‘eéure online credi

. - - ORKS
|246] INSIGHTS ON COMPUTER NETW!

pressed using |

ins and any sensitive 1NIOTTAL=
gin

Wi like
jne and webmail and apphcatlc_)fls .1 :
N Exchange and Office Com_mumcatlon

zation applications like
loud-based computing
] client such
Microsqft

gerver .

workflow and virtuali
e

i platforms or ¢ :
e e oo T
as Micrﬂsoft Outlook and an
gxchange: the transfer of ﬁles‘ over https and FTP(s)"
, To ?e::r:uch as website owners updating new pages t0°
:;:::ivebsites or transferring large files. G
To secure hosting control panel logins and activity.
' To secure intranet based traffics such as internal networks,

ile sharing, extranets, and database corinections.

' To secure network logins and other network traffic with

sSL VPNs such as VPN Access Servers or applications like
the Citrix Access Gateway.

810 Network Layer Security (IPsec, VPN)

8.10.1 IPsec (IP security)

~ The [ETF has devised a set of protocols that provide secure
ternet communication, called IPsec (IP security), At the network
layer, security is applied

betwe
ind a router, €N fwo hosts, two routers, or host

The purp, ; :
tatused g purpose of IPsec is to protect those applications

service of .
Protocals, The o networl layer directly such as routing -

rotocol offers ay o )
 the Ip Jaygy, S authentication and privacy services

and g
ehangeg it can be used with both [py4 and IPV6. |t

th

[Pgpc
OPerates iy, one of two modes

] \

h : ; : NETWORK SECURITY 1aon
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Original |p
Datagram
Transport Mode
Protected packet

Protected

Fig‘ure 8.17: IPsec'in rransport mode
b.  Tunnel Mode

In tunnel mode, IPsec protects the entire Ip packet. It takes

an IP packet including the header, applies IPsec security
methods to the entire packet and

then adds a new |p
header. _
Tunnel Mode New IP IPSec Original IP TP Data
protected packet Header Header Header Header

t 1
pratected

Figure 8.18: IPsec in tunnel mode

2. Two security protocols .
IPsec defines two protocols: Authentication Hteadelr (AH)
protocol and Encapsulating Security Payload (ESP) pro oco_.

a Authentication Header (AH) protocol

Sﬂurce hDSt and tO e,lsl—u (= the nllteg[ lty Of tha [ )

. i ropriaté
ried in the IP packet. AH is p!aced in tH: al:Jne:;, g
car )
location, pased on the mode w

. v but not
) ntegrity
: cation and data 1
; urce authentica
prowdes so
privacy-

SNBSS it

ON COMPUTER NETWORKS

thenticate the

(transport
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Sequence Numbers

Authentication Data l\fariahle]

entication header format

7 3_-19,- Auth ]
- ¢ the type of payload carried by the

Nest Header: define

m. ’
y d?taira Length: It defines the length of the
payloa ’

auther.ltiﬂaﬂf’“:lzi::‘:iri'ndex: it plays the role of a virtual
i :;zﬂ::%ggf?er and is same for all packets sent during a
" connection. _ . )
. Sequence number: It provides ordering information for
asequence of datagram. _
. Authentication Data: It is the result of applying a hash
function to the entire IP datagram.

b. Encapsulating Security Payload

Authentication Header proiocol does not provide

confidentiality, only provides source authentication and
data integrity. ESP’s authentication data are added at the
end of the payload which

makes its calculation easier.,
adds_a header and trailer. ‘ e

IPHeader

ESP Header

L Rest of the payload ESP trailer

Fl i ¢
9 igure 8.20; IPse.? ESp for@at

0,

” “Tvate Network) ;
Metwork. of the applic

—

- = L
z:tlggs of IPsec g in virtya]~ private
. : .

ork I(VPN) 1S a private network that
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means of traffic encryptions

. Figure 8.21: Remote roaming users VPN
a. Remote Access VPN

It allows an individual user to connect to a private business
network from a remote location. And. that can be easily
done through the use of multiple computers.(i.e. desktop or
laptop) to the Internet. It allows all its user to have the most
secure connection over a remote computer network.

Remote Access VPN Working:

« Two connections: [t comprises of two Iconnectionsdl‘n
which one is connected to the internet and the secon is

connected to the VPN. o
ase of diagrams it comprises

« Datagrams:.In the ¢ - :
" data, destination and source information.

ized t
o Firewalls: VPNs allows authorized users 0
the firewalls.
. Protocols: In the case of protoco
the VPN tunnels.

pass through

: te
Is, it is used to créd

KS
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DR

'1

8. 22 Hﬂs 0 g(l ewa- Vi Jeﬂf’a e'access '] NS‘

-!g r : tr f 4 / .f

. Figu @ Dedeios . -
Ume .

i-

from the sender. .
t limit unauthorized users from

ata whi ch

were sent

ii. Access control: I
accessing the network of the system.

site to Site VPN : _ ; : _
If an organization or any sorts of the company comprises
multiple numbers of fixed location to develop secure

' communication over a network (can be used by public)

such as the Internet then they can implement Site to site
VPN. It extends the company's network, i e. it allows making
computer resources available to its employee at the

different location. An example: Growing corporation with

the bunch of bran
Site VPN, ch offices around the world needs Site to

Types of site-to-site VPNs:
. lntranet-hased: -

Private secyy

€ network.
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Figure 8.23: Gatewa V1o pateway/Site to Site VPN

8.11 Securing Wireless LANs

8.11.1 WEP (Wired Equivalent Privacy) Protocol

Wired Equivalent Privacy Protocol (WEP) is a data link level
security protocol prescribed by 802.11 standards. It is first and
widely used security choice offered in routers for users. It is
secured as wired network but less in comparison to WPA2 {\'T'!-Fl
Protected Access 2). It is recognized with 10 or 26 hexadecimal
digits. N

The 802.11 standard prescribes a data llink level shﬁ'ﬂl‘s
protocol called WEP (Wired Equivalent P “Vac{]]{;d:s of
designed to make the security of a wfrcless L:;iN atscﬁ o ian bt
a wired LAN. When 802.11 security 15 en.abl ﬁz:' the keys 3¢
secret key shared with the base station.

distributed is not specified by the swndard/

KS
|252] INSIGHTS ON COMPUTER NETWOR

. sundard 64-bit WEP uses a 40-bit key which is
concatenated with a 24-bit initialization vector (I1V) to form
the RC4 key.

v The key size was limited before but now it is extended a
128-bit WEP using 104-bit key size. Sl

__keystream
N+kay...__
—— 0
o gang
Han‘m-———-—._.__.li 1 9 ﬂ ‘

nOOn
Cipher text—
Figure g 2

Wep CRCTYPLioy
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8:11.2 WPA (Wi-Fi pr

WPA is 3 wireless

ntered a4 [ A
of 26

bits ang adding the 24
Otected Access)

: security p ocol de
% OWn security issues in WE
ngher level of assurance that thei
using Temporary Key
encryption.

rotacol designed to addr-uss a;nd
P. WPA provides users with 5
r data will remain protecteq
Integrity Protocol (TKIP) for daty

8.11.3 WPA2

Wi-Fi protected Access 2 based on IEEE 802.1ii, is a wireless
security protocol in which only authorized users can access a
wireless device, with features supporting stronger cryptography

AES (Advanced Encryption Standard), stronger
example, '~ Extension Authentication
tion and

example,
authentication protocol
Protocol (EAP), key management, replay attack protec
data integrity;

I ———
Application Gateway and Packet Filtering

8.12 Firewalls:
X and IDS

p—

2
roup of systems) that enforcé
al netw

g8.12.1 Firewall
A firewall is 2 system
security policy

untrusted networs.
system intended to Pr

(or g

P
)

external threats such as

urganizatiﬂn's eIl
spedific connection

Organizations em

Toxy-based firewall/ application-

thers. A .
¢ isolates an

software tha : :
: “;ardvtvil;kanf?'om the Internet: allowing
al ne .
< and blocking others. .
e following reasons: e
fering with the daily - =
of service attaclg,

s to pas
ploy firewalls for th

ders from inte

o prevent intru 3
17 al network, denial

operation Of the intern
SYN FIN Attack : - ; s
To prevent intruders from deleting or modifying
information stored within the internal network. et

To prevent intruders from obtaining secret information. : o
Allow only authorized access to inside network i

Prevent illegal modiﬁcation/ai:cess of internal 'daﬁ:a:_ eg,

attacker replaces official homepage with something else

Types of Firewalls:

R | RN SIS
Tewall s usually classified as a packet-filter firewall and *
level gateway firev

Packet- ilter Fireway el e

ket filter 58, S P
15 the first SRE el SR TN
Essentia]) + Beneration firewall v 4 .
Y@ router that has been progran:;v:g}i ::}t\‘;?ic"h;'.‘isi
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' . ) Internet . §

Packet Filter 3 o
Firewall a

-

Internal network

Interface
Source IP Source Port Destination IP | Destination Port

1 121.34.00 A n
:
1 . o - _
* : * 192.168.0.8 .

T » |

Figure 2.26: Table in packet filter firewall

2 * P

Description:
1. Incoming packets
blocked.

2. Incoming pa

server (port 2
3. Incoming packets
are bl_ocked.

from the network 121.34.0.0 are

ckets destined for any internal TELNET

3)are blocked.

destined for internal host 192.168.0.8

o as a proxy-
level control

oleve dv
on-level gatewdy is often referre
Jevel gateway provides bigher-

ks in that the contents of

An application— :
on the traffic between two networ ) :
monitored and filtered according
r any desired

a pa[‘ﬁCU[Bl' service can be

to the network security policy. ‘Therefore, fo
application, the corresponding proxy code must be installed
on the gateway in order to manage that specific service

passing through the gateway.

HTTP proxy

g B i
Error . = =

X

=
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8.12.2 Intrusion Detection System IDS
An intrusion detection
_Anin ; system (IDS) is a device or
application’ that monitors a network or systems-for r;gggj;:

acti_vity or policy vi'olations. Any detected activity or violation is
- typlcally reported either to an administrator or collected centrally
using a security information and event management (SIEM)
system. A SIEM system combines outputs from multiple sources,
and uses alarm filtering techniques to distinguish malicious

activity from false alarms. -
i ide spectrum of IDS, varying from antivirus
S _15 ° w.lde . that monitor the traffic of an entire
soﬂ:ware 0 'hlerar‘:hlca[ SYStemS classiﬁcations are network
backbone network. The most Colg}g;]n and host-based intrusion
intrusion detection systemi (S stem that ~monitors important
‘detection systems (H-]DS]'exami;le of a HIDS, while a system ;lll:;

operating system files is an = cxample ofa NIDS. Itis

7 .o network trathic
analyzes incoming

such as malware) 3 o
deviations from a mode

* are two types: on-line and o

- will alert the yser
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E?rmfu ds in the NIDS. When we classify the design 0 t
recor . . g
NIT::S according to the system interactivity property, there
ff-line NIDS. On-line NIDS deals
with the network in real time. It analyses the Ethernet
packets and applies some rules, to decide if it is an attack or
not. Offline NIDS deals with stored data and passes it

through some processes to decide if it is an attack or not.
Hostintrusion detection systems

hHuZ:; intrusion detection systems (HIDS) run on individual
inhnunczir d'iimes on the network, A HIDS monitors !?
and outbound packets from the device an] i

or administrator jf suspicious acti\);it;nig
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